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Preface

Quantum phase transitions, driven by quantum fluctuations, have got intriguing fea-
tures with potentially new application possibilities including those in quantum com-
putations. A significant amount of research in physics today is therefore directed
towards the investigations on the nature and behaviour of such quantum phases
and transitions in cooperatively interacting many-body quantum systems. Major ad-
vances have been made in both theoretical and experimental studies on such sys-
tems.

For modelling purposes, although the Heisenberg model and its variants were in-
troduced much earlier (in 1920s), most of the innovative and successful researches
today in this field have been obtained by employing, or comparing with, the results
of quantum, or transverse field, Ising models (introduced in 1960s). This is because
of the advantage in the separability of the cooperative interaction from the (tunable)
transverse field or tunnelling term in the Hamiltonian of the transverse field Ising
model (in contrast to that in the Heisenberg and other models where the coopera-
tivity and non-commutability are intertwined). Also, a number of condensed matter
systems can be modelled accurately by such transverse field Ising models. Because
of these, many of the intriguing features observed in the statics or dynamics of quan-
tum phase transitions are mostly limited today to either the theoretical investigations
in such quantum Ising models or to the experimental results which can be checked
and compared for such models!

This book introduces these quantum Ising models and their theoretical analysis,
including numerical ones, at length. Attempts have been made to bring the reader to
the research frontiers today.

In an earlier incarnation of this book, it was published in the Lecture Notes in
Physics Series of Springer with the same title in 1996 and was authored by Bikas
K. Chakrabarti, Amit Dutta & Parangama Sen. Since then, many important develop-
ments have taken place, in particular in the dynamic studies like in quantum quench-
ing, annealing etc. Also, the book went out of print rather quickly and Dr. Christian
Caron, Executive Publishing Editor of the Springer, requested several times to bring
out a second updated edition of the book. However, because of the prolonged nature
of the involvements in the respective researches, both Profs. Dutta and Sen could
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vi Preface

not agree to join the effort. We therefore decided, with their kind consent, to re-
vise this book thoroughly and upgrade it extensively. The resulting book, though
seeded in the earlier one, is also considerably modified and upgraded. Indeed, when
this revised book manuscript was given by Dr. Caron to one of their reviewers for
an opinion, the reviewer wrote “. . . authors present an excellent overview on the
state of the art of Quantum Ising Phases under various situations . . . this reviewer
is highly impressed about the excellent quality, the comprehensive and thorough
presentation of the material and its expert discussion . . . this book is a masterpiece
which belongs to the shelves (if not on the desks!) of all researchers working in
quantum phase transitions and their equilibrium properties and non-equilibrium dy-
namics . . . authors possess a deep knowledge of the field and are able to account
for recent modern developments . . . much of the technical (but important) details
have wisely been organized by deferring such material to concise appendices at the
end of the corresponding chapter . . . I have only minor suggestions for improving
this ‘gem’ further . . . ”. These words from the anonymous reviewer clearly offer us
a posteriori justification of our renewed effort to revise and upgrade the book!

We are also extremely happy to receive many helpful comments and suggestions
on the draft version of this book from Profs. Subinay Dasgupta, Amit Dutta and
Parongama Sen.

We hope, the book will be useful to the young researchers in exploring this ex-
citing field.

Sei Suzuki
Jun-ichi Inoue

Bikas K. Chakrabarti

Sagamihara, Japan
Sapporo, Japan
Kolkata, India
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Chapter 1
Introduction

1.1 The Transverse Ising Models

The study of the transverse Ising Hamiltonian dates back to the early 1960s.
de Gennes [98], in 1963, studied this system to theoretically model the order-
disorder transition in some double-well ferroelectric systems [40], such as potas-
sium dihydrogen phosphate (KDP or KH2PO4) crystals. The mean field phase dia-
gram [48, 379] and the study of susceptibilities (correlations) gave good qualitative
agreement with the experimental results for such simple hydrogen-bonded ferro-
electric samples. Katsura [216] had already studied this model as a special case
of the anisotropic Heisenberg Hamiltonian in a magnetic field and calculated the
exact free energy and the dispersion relation obeyed by the elementary excitations
for the one-dimensional transverse Ising system. Later, this was re-derived [312]
using Jordan-Wigner transformation of spins to fermions and extended for the esti-
mation of correlations. It was also studied on a chain and on a Bethe lattice [142]
and its transverse susceptibility was perturbatively calculated, by employing high-
temperature and low-temperature series expansions. In fact, the one-dimensional
transverse Ising Hamiltonian appeared as a limit in the partition function of the two-
dimensional classical Ising model on a square lattice [231, 349]. It was soon estab-
lished that the transverse Ising system is the simplest one to exhibit zero-temperature
quantum phase transition (driven by quantum fluctuations arising due to the trans-
verse field or the tunnelling term) [339] and the zero-temperature quantum phase
transition in dimension d belongs to the same “universality” class as that of the
(d + 1)-dimensional classical Ising model [126, 173, 385–387, 438]. In fact, the
pseudo-spin mapping of the BCS Hamiltonian of superconductivity also reduces
it (in the low-lying excited-state space) to an XY model in a transverse field, and
in its mean field treatment it becomes exactly like that of a transverse Ising sys-
tem and gives the BCS gap equation [16]. Lately, various transverse Ising systems
have been studied intensively in the context of investigations on quantum glasses
(using Ising spin glass in a transverse field) [14, 62, 321, 427, 428], on the nature
of the quantum-fluctuation-driven ground states of antiferromagnetic or other reg-
ularly frustrated systems (using an axial next-nearest-neighbour Ising model in a
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2 1 Introduction

transverse field) [9, 24, 67, 102, 115, 291, 336, 361, 412], on quantum dynamics
following a quantum quench (with discontinuous or slow change of a transverse
field) [28, 56, 118, 334, 335, 365, 445] and quantum hysteresis (using the Ising
model in periodically varying or pulsed transverse fields) [3, 4, 22, 38, 92]. In ad-
dition, random Ising models representing combinatorial optimisation problems and
information processing in a transverse field [130, 192, 211, 298] have joined in
the subject of active study, following an increasing interest in computation and in-
formation processing using quantum mechanics. These studies on the static and
dynamic properties of the random (and frustrated) transverse Ising models have re-
cently inspired intensive research on the nature of the various fluctuation-induced
(and stabilised) “solid”, “liquid” or “glassy” phases in quantum many-body sys-
tems. Such studies, and the progress already made with established results, imply
again that the Ising model (with disorder, etc.) in a transverse field might be the
simplest nontrivial quantum many-body system (compared to the Heisenberg sys-
tem, etc.), having many intriguing and rich properties. In fact, the transverse Ising
system shows the simplest nontrivial zero-temperature quantum transition, driven
by the tunable (often directly in experiments) tunnelling or transverse field. The
other zero-temperature quantum transitions such as the Anderson metal-insulator
transition [244], the Bose glass [146], and other [82] transitions (mostly driven by
disorder) have, so far, been handicapped by various subtle difficulties (such as the
lack of identifiable suitable order parameter in the Anderson transition, etc.).

1.2 A Simple Version of the Model and Mean Field Phase
Diagram

As mentioned earlier, de Gennes [98] introduced this model to investigate theoret-
ically the ordered configuration of protons and elementary excitations above this
ordered configuration, in the ferroelectric phase of KDP. Since each proton of the
hydrogen bond of KDP can occupy one of the two minima of the double-well cre-
ated by oxygen atoms [40], one can associate a double-well potential with each
proton site. In the pseudo spin picture, one can ascribe a pseudo-spin Si = 1/2 with
the i-th proton, such that Sz

i = 1/2 corresponds to one of the well states at the site i

and Sz
i = −1/2 corresponds to the other. In this pseudo-spin representation, the

Hamiltonian of the proton system can be written as

H = −Γ
∑

i

Sx
i −

∑

〈ij〉
JijS

z
i S

z
j (1.2.1)

where Sα are the Pauli spin operators, Jij is the electrostatic dipolar interaction
between the (neighbouring) protons, and Γ is the tunnelling integral, which deter-
mines the rate of tunnelling of protons from one potential minima to the other [40]
(Sx

i acting on the state Sz
i = 1/2(−1/2) changes it to the state Sz

i = −1/2(1/2)).
The sum

∑
〈ij〉(· · ·) should be taken for all the nearest neighbouring pairs (i, j). In

this pseudo-spin picture, one can explain the phenomenon of ferroelectricity in the
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following way. In absence of any dipolar interaction between protons, the ground
state of the protonic system is the symmetric combination of the states correspond-
ing to the minima of a double well (in the pseudo-spin language the net magneti-
sation in the z direction vanishes; 〈Sz〉 = 0). Due to the presence of dipole-dipole
interaction (Jij ) because of the asymmetry of the proton position, the ground state
will no longer be symmetric (resulting in the ferroelectric order represented by the
nonzero value of 〈Sz〉). Consequently, there will be a competition between the or-
dering term (Jij ) and delocalising or tunnelling term (Γ ), arising due to the fact
that the barrier separating the double-well is finite in width and height. The ordering
term (Jij ) therefore helps the stabilisation of order (nonzero 〈Sz〉) by localising the
proton in one side of the double well, and the disordering tunnelling term (Γ ) com-
petes with it and tries to delocalise the protons from any specific well. Thus, even at
zero temperature, a (quantum) order-disorder transition occurs when the tunnelling
term, which can be tuned by deuteration (replacing the proton mass of hydrogen
by that of deuterium) or by increasing the pressure on the sample (i.e., increasing
double-well overlap integral, etc.), is changed.

The ground state of the Hamiltonian (1.2.1) is obtained by using a semi-classical
approximation, where one puts Sz

i = S cos θ and Sx
i = S sin θ , so that the energy per

site from the above Hamiltonian (1.2.1) is given by

E = −SΓ sin θ − S2J (0) cos2 θ (1.2.2)

where J (0) =∑j Jij . With the magnitude S = 1/2 here (for the two-spin state of
the double well), the energy is minimised for the condition

sin θ = Γ/J (0) (1.2.3)

which suggests that if Γ < J(0), the ground state is partially polarised (both 〈Sz〉
and 〈Sx〉 are nonzero and 〈Sz〉/S = 1 and 〈Sx〉 = 0 for Γ = 0), whereas for
Γ ≥ J (0), the ground state is polarised in the x direction (〈Sx〉/S = 1; 〈Sz〉 = 0).
Hence, as Γ increases from 0 to J (0), the system undergoes a transition from a
ferroelectric phase (with order parameter 〈Sz〉 �= 0) to a para-electric phase (with
〈Sz〉 = 0). Henceforth we use Sz

i = ±1 instead of Sz
i = ±1/2 for convenience.

In general, the finite-temperature behaviour of the above pseudo-spin model of
ferroelectricity is obtained by using the mean field theory [48, 379]. Using this ap-
proximation, one can reduce the many-body Hamiltonian (1.2.1) to a collection of
effective (single) spins with Hamiltonian

H = −
∑

i

hi · Si (1.2.4)

where hi is the effective molecular field (Fig. 1.1) at the site i, which is a vector in
the pseudo-spin space given by hi = Γ x̂ +∑j Jij 〈Sz

j 〉ẑ, and S = Szẑ + Sxx̂. Here,
x̂ and ẑ denote respectively unit vectors in the pseudo-spin space along x and z

directions.
For the non-random case (when Jij s are not site or configuration dependent), the

mean field equation for the spontaneous magnetisation can be readily written as

〈S〉 = tanh
(
β|h|) h

|h| ; |h| =
√
Γ 2 + (J (0)〈Sz

〉)2
, (1.2.5)
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Fig. 1.1 The effective
molecular field hi at the site i

Fig. 1.2 Temperature
dependence of 〈Sz〉 and 〈Sx〉
in the molecular field
approximation

which gives for the components along the ẑ and x̂ directions as

〈
Sz
〉= tanh

(
β|h|)

(
J (0)〈Sz〉

|h|
)
,

〈
Sx
〉= tanh

(
β|h|) Γ|h| (1.2.6)

where β = (1/kBT ) denotes the inverse temperature and J (0) =∑j Jij . From the
self-consistent solution of the above equations, one can get the mean field phase dia-
gram (Fig. 1.2). At T = 0, one gets ferroelectric order (i.e., 〈Sz〉 �= 0) for J (0) > Γ ,
while it disappears (〈Sz〉 = 0) for Γ ≥ J (0). The transition point is given by

tanh(βcΓ ) = Γ/J (0). (1.2.7)

Also, as (tanhβ|h|)/|h| is a constant (= 1/J (0)) for 〈Sz〉 �= 0, 〈Sx〉 = constant for
T < Tc and 〈Sx〉 = Γ/T for higher temperatures (see Fig. 1.2).

In fact, one can also study the elementary excitations of the system, considered as
spin waves, using Heisenberg equation of motion obtained from Hamiltonian (1.2.1)
(for � = 1)

S̈z
i = 2iΓ Ṡ

y
i = 4Γ

∑

j

Jij S
z
i S

x
j − 4Γ 2Sz

i . (1.2.8)

Using now Fourier transformation (J (q) =∑j Jijeiq·Rj ) and the random phase ap-
proximation (Sx

i S
z
j = Sx

i 〈Sz
j 〉 + Sz

j 〈Sx
i 〉, with 〈Sz〉 = 0 in the para-phase) [48, 379]

one gets

ω2
q = 4Γ

(
Γ − J (q)

〈
Sx
〉)

(1.2.9)

for the elementary excitations. The largest wavelength mode (q = 0) softens
(ω0 = 0) at the same phase boundary (given by (1.2.7)).
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1.3 Properties of Ising Models in a Transverse Field:
A Summary

Extensive studies have been made in the last six decades or so, to investigate the
thermodynamic properties of classical many-body systems with cooperative inter-
actions. Many novel properties of the various thermodynamic phases of such sys-
tems with competing and randomly frustrated interactions (as for example in the
spin glass) have been studied and established in the last three decades or so. The
most extensively studied model system has been the Ising system. In all such sys-
tems, the thermodynamic order (coming from the cooperative interactions), which
may either be in space (as in ferromagnetic systems) or in time (as in spin glasses),
are essentially destroyed by the increasing thermal fluctuation and various kinds of
phase transition occur.

Quantum fluctuations (observable at very low temperatures and in high frequency
measurements) differ in nature from the thermal fluctuations. However, both can
drive the order-disorder phase transitions. In fact, often there is a one-to-one map-
ping of the zero temperature quantum phase transition (in d dimension) to the ther-
mally driven phase transition in the equivalent classical ((d+z)-dimensional; where
z is the dynamical exponent [82]) systems (see Sect. 3.1). There has been intense
interest in studying the quantum effects on the nature of the ordered phases and the
transition between them, in such cooperative systems. Here, in such quantum mod-
els, the statics and the dynamics get mixed up, and, due to the linear scaling of en-
ergy with the length, the dynamic exponent z is always unity (for pure system). This
is responsible for the equivalence of d-dimensional quantum to (d +1)-dimensional
(pure) classical system [385–387]. It turns out that most often the simplest and the
most appropriate model (for comparison with established classical model results) to
study quantum effects on cooperative systems (phase transitions) is the Ising model
in a transverse field. Here, unlike in other quantum models (e.g., the Heisenberg
model, etc.), the cooperative interactions are confined to one spin component only,
and this cooperative system is placed in a non-commuting external field, which can
be tuned to increase or decrease the tunnelling between the various eigenstates of
the (one component) cooperative Hamiltonian. As mentioned earlier, the one dimen-
sional transverse Ising system comes as a limit in the effective transfer matrix of the
(classical) isotropic Ising model on square lattice. However, the major interest in
the transverse Ising model is independent of this mapping. It comes from the fact
that there are many experimental systems where the tunnelling between the coop-
eratively interacting localised (double-well) states can be accurately expressed by
such transverse Ising Hamiltonian. The order-disorder ferroelectrics, discussed ear-
lier (in Sect. 1.1), are such systems [40, 98]. The quantum glass properties of various
proton and other glassy systems [8, 14, 89, 96, 317, 321, 427, 428] have been es-
tablished to be accurately modelled by Ising spin glass system in a transverse field.
In fact the discovery of mixed ferromagnetic and antiferromagnetic LiHoxY1−xF4
systems [14, 321, 427, 428], which can be accurately modelled by the short range
interacting transverse Ising spin glass, has led to a recent major upsurge in the in-
terest in quantum glasses and other quantum phases in transverse Ising models in
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general. Very recently, a precise coincidence between the theory and the experiment
has been observed in one dimensional Ising ferromagnet CoNb2O6 [81]. A compre-
hensive (but not exhaustive) list of systems, represented by transverse Ising models,
are given in Table 1.1 (this table has been partially compiled following Stinchcombe
[379]).

In fact, due to the tunability of quantum fluctuations through the transverse field
or the tunnelling term, the nature of various quantum phases in many-body systems
with random, competing and frustrated interactions, are being intensively studied in
the transverse Ising models with appropriate kind of (cooperative) interactions. Be-
cause of the extensive studies, the nature of the quantum phases and transitions are
getting better understood and established for the quantum Ising or transverse Ising
models, rather than in other simple quantum cooperative models (like the Heisen-
berg model).

As mentioned before, apart from the appearance of a limiting transverse Ising
chain Hamiltonian in the effective partition function for the (classical) isotropic
Ising model (without any external field) on a square lattice [231, 349], the Ising
model in the presence of a transverse field can generally describe accurately the
(KDP-type) order-disorder ferroelectrics [40, 98]. Here, each lattice site has a (de-
generate) double-well potential (for the protons in the KDP) in which the ionic
localisation in any well on any site (represented by two Ising states at that site),
gives rise to dipole-dipole (cooperative) interaction. The barrier height and width
being finite, tunnelling can occur from one well to another (tunnelling from one
Ising state to another, represented by the action of transverse field) at zero (or very
low) temperature. As shown in Sect. 1.2, the mean field approximations can eas-
ily give an elegant and qualitative picture of the phase transition behaviour of such
models. These mean field studies for the pure transverse Ising model have already
been discussed earlier in this chapter.

A pure transverse Ising chain Hamiltonian can be exactly diagonalised (e.g.,
the spin Hamiltonian can be reduced to noninteracting fermion Hamiltonian, us-
ing Jordan-Wigner transformation) [216, 312]. One can thus find the nature of the
ground state and the excited states and can also formulate the finite temperature
thermodynamics. Because of the possibility of comparing with exact results, vari-
ous approximate real space renormalisation etc. techniques have been developed and
tested for such Hamiltonian [314]. Similarly, with exact numerical diagonalisation
of finite-size system Hamiltonian, and using finite-size scaling techniques, accu-
rate studies of the quantum phase transition (at zero temperature; with the change of
transverse field) have been made [166, 167]. Remarkably, a theory on the pure trans-
verse Ising chain has been verified by a neutron scattering experiment of CoNb2O6
[81]. These are discussed in Chap. 2.

In the next chapter (Chap. 3), we describe mapping of transverse Ising Hamil-
tonian (pure d-dimensional) to an effective (d + 1)-dimensional classical Hamil-
tonian, using the Suzuki-Trotter formalism [385–387]. This mapping of the finite
temperature partition function of the quantum Hamiltonian (of the transverse Ising
system) to the Suzuki-Trotter classical Hamiltonian (at nonzero temperature) helps
utilisation of very powerful techniques, like the Monte Carlo methods, to extract
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Table 1.1 Systems related to Ising models in a transverse field

Category Some specific
examples

Notes on applicability of References

(a) TIM (b) MFA

Order disorder
ferroelectrics

1 [80, 202, 213]

(a) With
tunnelling

2 [98, 230]

KH2PO4 3, 4 6 [212, 340]

KD2PO4 3, 4 6 [53, 340, 371]

KH2AsO4

RbH2AsO4 4

RbD2AsO4 4

NH4H2AsO4

LiH3(SeO3)i2 3, 4, 7 [340]

LiD3(SeO3)i2 3, 4, 7 [340]

(b) Without
tunnelling

TGS 5 6 [431]

Rochelle Salt

NaNO3 5, 8 [431]

NaNO2 5 6 [429, 430]

NH4Cl 5 [199]

KNbO3

Simple
ferromagnets
with uniaxial
symmetry

Dy(C2H5SO4)39H2O 9 11, 12 [83, 424]

FeCl22H2O and
related compounds

9 11 [294]

CoCl2 9 13 [383]

EuS 10 14 [284]

Cu(NH4)2Br42H2O 10 14 [420]

CoNb2O6 23 [81]

Rare earth
compounds with
single crystal-field
ground state

Rare earth-group V
elements with NaCl
structure

15 14 [88, 402, 419]

Rare earth-group VI
anion compounds with
NaCl structure

Simple Jahn-Teller
systems

DyVO4 16 17 [84, 85, 154]

TbVO4 16 18 [128]

18 [123, 127, 168]

TmVO4 [86, 257]

TmAsO4
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Table 1.1 (continued)

Category Some specific
examples

Notes on applicability of References

(a) TIM (b) MFA

Other systems
with ‘pseudo-
spin’-phonon
interaction

CeEthylSO4 19 20 [124, 148, 378]

Mixed hydrogen
bonded
ferroelectrics
(proton glasses)

Rb1−x (NH4)xH2PO4 21 [316]

Dipolar magnet LiHoxY1−xF4 22 [14, 321, 427, 428]

TIM: Transverse Ising Models; MFA: Mean Field Approximation
1. Evidence for order-disorder character from greater entropy difference between ferroelectric

and paraelectric phases and small Curie constant than in displacive ferroelectrics, such as double
oxides with perovskite structure [41, 42]

2. Proton-lattice coupling, which gives rise to the spontaneous polarisation, is neglected in
transverse Ising model. Kobayashi [230] has extended the model to include the phonons

3. Importance in tunnelling is indicated by decrease of Tc on application of pressure, due to
increased tunnelling through lower and narrower barrier [53, 371]

4. Isotope effects in Tc indicates importance of tunnelling (which decreases on deuteration),
though isotope effect due in part to change in exchange interaction J [40]

5. Ising model without tunnelling seems to apply: limiting case of tunnelling model
6. Use of molecular field theory as leading approximation supported by largely dipolar character

of exchange
7. High Tc indicates large J , implying tunnelling effects less important than in other hydrogen-

bonded ferroelectrics
8. Not ferroelectric: NO−

3 carries no dipole moment
9. Very strong uniaxial anisotropy
10. Weak anisotropy
11. One dimensional magnetic character (weak interaction between chains): small number of

nearest neighbours
12. Interaction predominantly dipolar
13. Two-dimensional magnetic character (small antiferromagnetic coupling between planes):

small coordination number z
14. Nearest neighbour coupling with δ0 ∼ 10: molecular field theory reasonable leading ap-

proximation
15. Spin-1/2 transverse field applies well if first excited state is also a singlet
16. Transverse field small
17. Predominance in optical phonon exchange as source of coupling suggests molecular field

theory only a crude approximation for DyVO4
18. Use of molecular field theory supported by moderately strong strain coupling in TbVO4,

and by shape of specific heat curve in TmVO4
19. Weak coupling to phonons and consequent weak exchange
20. Molecular field theory can account for shape of Schottky anomaly [148]
21. Possibility of tunnelling of the protons between the two potential minima in each hydrogen

bond. Infinite range interaction justifiable in view of the dipolar nature of the interbond forces
22. Short range interactions
23. Very strong uniaxial anisotropy and one dimensional magnetic character. Weak effective

longitudinal field induced by inter-chain couplings is present
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information about various phases in the system and about the transitions between
them. However, these numerical techniques require tricky extrapolation schemes
[290, 421] or cluster updating schemes [222, 292, 391], which have been well devel-
oped for the pure transverse Ising system. These have been discussed in this chapter,
where we also discuss the effective field theoretic formulation and renormalisation
group results.

The nature of quantum-fluctuation-driven phases in many-body systems (with
regular frustration, either due to the lattice structure, or due to the nature of inter-
actions) like in the Heisenberg antiferromagnet, etc., have been studied for a long
time [20, 255, 256, 263]. In this context, there have been some studies on the effect
of the tunnelling term (the transverse field) on various modulated (commensurate
and incommensurate) phases of the Axial Next Nearest Neighbour Ising (ANNNI)-
like models. Various appropriate analytical (e.g., exact solution along the special
Peschel-Emery line [311], interacting fermions in one dimension [359–362], per-
turbative analysis [67], renormalisation group analysis [9, 115], large spin analysis
[171, 355, 356] etc.) and numerical (e.g., exact diagonalisation for finite sizes [359–
362], quantum Monte Carlo [18], density matrix renormalisation group [31, 32],
entanglement scaling of matrix product states [291] etc.) techniques have been em-
ployed to study the nature of the (quantum) fluctuation-stabilised phases in such
(regularly frustrated) systems. These results (for the phase diagram etc.) are dis-
cussed in Chap. 4.

There has also been considerable effort to study the phases and the transitions in
various randomly disordered transverse Ising models, like the dilute transverse Ising
models [37, 169, 189, 380, 382], random exchange and transverse field Ising models
[138, 139, 439] and etc. Here the phase diagram contains an interesting discontinuity
at the percolation threshold for the dilute Ising models [37, 170, 381, 382]. The
intriguing and prominent manifestation [138–141, 188, 235, 236, 315, 415, 439] of
the Griffiths phase in such randomly disordered (quantum) transverse Ising chain
(without frustration) have been discussed here in Chap. 5.

As mentioned before, there has been a spectacular upsurge in the interest in the
zero-temperature quantum glass phase (and in their transition behaviour) of the Ising
spin glasses in transverse field. These studies help us to see the effect of tunnelling
between the (classically degenerate) localised spin glass states. The recent discovery
[14, 321, 427, 428] of the compound material LiHoxY1−xF4, with the magnetic
Holmium ion concentration x, represented by the transverse Ising spin glass, has
led to a renewed interest. Here, the strong spin-orbit coupling between the spins
and the host crystal restricts the (“Ising”) spins to be either parallel or antiparallel
to a specific crystalline axis. An applied field, transverse to the preferred axis, flips
these “Ising” spins. This, together with the randomness in the interaction, makes it
a unique transverse Ising spin glass system.

The transverse Ising spin glass model was first introduced in 1981 [62], when
the (unfrustrated) Mattis model of random magnets was studied in the presence of a
transverse field. Here, the disorder could be transformed away (even in the presence
of the tunnelling term) and the (mapped) phases and transition remain exactly iden-
tical to that of a pure transverse Ising system. For the Edwards-Anderson model in
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a transverse field (considered again in [62]), the effective Suzuki-Trotter Hamilto-
nian has the original disordered interaction in d-dimensions, whereas the interaction
becomes ferromagnetic in the additional Trotter dimension. It seems that this cor-
relation in disorder in the Trotter (time) dimension gives the dynamic exponent (z)
value different from unity (unlike pure transverse Ising system, where energy al-
ways scales linearly with the length). The effective correspondence therefore shifts
to the (d + z)-dimensional classical spin glass (for a d-dimensional transverse Ising
spin glass) with z = 2, presumably, at the upper critical dimension du = 8 ([325];
see also [163, 332]), where the quantum glass transition becomes mean-field-like.
In fact, the mean field Sherrington-Kirkpatrick model (with infinite range interac-
tion), put in a transverse field, has also been studied for the determination of its
phase diagram [195, 417, 418, 433] and to study the question of replica symme-
try restoration (due to the quantum tunnelling in the zero-temperature transition)
[159, 323, 325, 401]. It appears that for the zero-temperature transition (driven by
the transverse field), the replica symmetry breaking is absent due to quantum tun-
nelling (see e.g., [159, 323, 325, 401]). For finite range interaction numerical studies
in d = 2 and 3 [163, 332], together with finite size scaling, gives estimates of var-
ious exponents (including the dynamical exponents). It also appears that, unlike in
the classical case where the linear susceptibility gives a cusp and the nonlinear sus-
ceptibility diverges (for the systems above the lower critical dimension 2 � 3), the
linear susceptibility is found to diverge at the critical tunnelling field for d = 2 but
not for d = 3 [195, 417, 418, 433]. The p-spin interacting Ising glass models in a
transverse field with the p → ∞ limit [61, 158] has been known as an exactly solv-
able model. It has been shown that the spin glass phase where the replica symmetry
breaks exists at low temperatures and low transverse fields [158]. The “valleyed”
structure in the free energy landscape of the random (longitudinal) field Ising sys-
tem has been studied extensively [33]. We have also discussed studies of the effect
of quantum fluctuations, induced by the transverse field, on the transition behaviour
of random (longitudinal) field Ising system. These have been discussed extensively
in this chapter (Chap. 6).

The dynamics of transverse Ising models, in particular when the Hamiltonian (the
transverse field) has explicit time dependence, poses very interesting questions. In
particular, the questions of quantum relaxation after a sudden quench of a transverse
field [28, 334, 335, 365], non-adiabatic time evolution involved by a slow quench
of a transverse field across a quantum critical point [118, 318, 445], and hysteresis
when the transverse field varies periodically with time (due to, for example, the
pressure modulation in KDP-type systems) [3, 4, 22, 38, 92] have been received
a growing amount of interests in the last decade. Studies of such time-dependent
systems have been developed mainly in a transverse Ising chain and by solving the
time-dependent Schrödinger equations analytically and numerically. These studies
are discussed in Chap. 7.

One of the most challenging problems with respect to transverse Ising models
might be the dynamics of transverse Ising spin glasses in the presence of a time de-
pendent transverse field. Regarding this subject, the study of quantum annealing has
been remarkably developed in the last decade. Like simulated annealing for combi-
natorial optimisation problems, quantum annealing aims to minimise an energy cost
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function given by a randomly disordered Ising model representing an optimisation
problem by lowering the quantum fluctuation [130, 211]. The random Ising model
here shares several properties with Ising spin glasses [275]. Hence an understanding
of the performance of quantum annealing is very closely related to an understanding
of the dynamics of transverse Ising spin glasses. The essence of quantum annealing
is an adiabatic time evolution from a trivial ground state of an initial Hamiltonian
to the ground state of the random Ising model. The adiabatic time evolution entirely
depends on the energy gap which separates the ground state and the excited states. If
the energy gap vanishes, then the adiabaticity breaks down and consequently quan-
tum annealing fails. Usually, the energy gap closes at the quantum critical point in
the thermodynamic limit. Hence the size scaling of the energy gap at the quantum
critical point determines the complexity of the problem with quantum annealing.
From this point of view, a lot of efforts have been made to reveal the size scaling of
the energy gap, in particular, in systems with an infinite randomness critical point
[141] and with a first order quantum phase transition [204, 205, 441]. The scaling of
an energy gap has been also analysed using the concept of the Anderson localisation
[10]. Apart from the size scaling, the scaling of excitation density with respect to
runtime gives another estimation on the adiabaticity. This has been studied using the
random transverse Ising chain and shown that errors of quantum annealing decays
faster than simulated annealing [58, 119, 389]. In addition to these studies on the
performance of quantum annealing, the sufficient condition on the time dependence
of the Hamiltonian to assure the success of quantum annealing has been studied
and several theorems have been obtained [280, 281]. A comprehensive review on
quantum annealing including these studies is given in Chap. 8.

In Chap. 9, we review several applications of the transverse Ising model to var-
ious research fields such as neural networks or Bayesian information processing
[273, 297]. We extend the Hopfield model in a transverse field [250, 251, 253, 298]
and consider both static [298] and dynamical properties [192]. We also investi-
gate the quantum effects in image restoration [190, 397] and error-correcting codes
[191].

There have also been considerable studies in related models like the XY model
in the transverse field. In particular, using pseudo-spin formalism, the BCS Hamil-
tonian in the low-lying paired state could be written as a XY model in a transverse
field, and its mean field theory gives the BCS gap equation [16]. The (pure) model
is also diagonalisable in one dimension [322, 385–387]. A recent mapping of the
Harper chain to such transverse XY model [344–346] has indicated the possibility of
comparing the metal-insulator transition in such quasiperiodically disordered chains
to the correlations in the transverse XY chain. These are discussed in Chap. 10. We
have also discussed in this chapter, the studies on the XY spin glass models in trans-
verse field [51]. Recently, the Kitaev model joined in the family of the models which
can be mapped to free fermion models by the Jordan-Wigner transformation [229].
Brief discussions on this model including slow quench dynamics across a quantum
critical line [174, 366] have been made in Chap. 10.



Chapter 2
Transverse Ising Chain (Pure System)

2.1 Symmetries and the Critical Point

2.1.1 Duality Symmetry of the Transverse Ising Model

Following the duality of the two dimensional Ising model on square lattice [237],
one can show [231] the self-duality, and thereby make exact estimate of the critical
tunnelling (transverse) field of the one-dimensional spin-1/2 transverse Ising model.
Before considering the exact solution of the one dimensional quantum mechanical
Hamiltonian, we shall study the duality symmetry hidden in the model, and identify
the critical value of the transverse field, for which there exists a second order zero-
temperature phase transition from a ferromagnetic phase to a paramagnetic phase.

Let us first consider the quantum Hamiltonian of the transverse Ising chain

H = −
∑

i

[
Γ Sx

i + JSz
i S

z
i+1

]= −
∑

i

[
Sx
i + λSz

i S
z
i+1

]
(2.1.1)

where Sαs are the usual the Pauli spin matrices, λ = J/Γ , and the Hamiltonian
is scaled with the transverse field (Γ = 1). The spin operators satisfy the usual
commutation relations given by (with � = 1)

[
Sα
i , S

β
j

]= 2iδij εαβγ S
γ

i ; α,β, γ = x, y, z. (2.1.2)

It may be noted that the Pauli operators commute on different sites and satisfy the
anti-commutation relation

[
Sα
i , S

β
i

]
+ = Sα

i S
β
i + S

β
i S

α
i = 0, (2.1.3)

and
(
Sα
i

)2 = 1 (2.1.4)

on the same site.
To investigate the duality symmetry involved in the model we associate a dual

lattice with our original spatial lattice (chain) such that sites in the original chain
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are associated with the bonds of the dual chain and vice versa. The operators on the
dual lattice are defined as

τxj = Sz
jS

z
j+1 and (2.1.5a)

τ zj =
∏

k≤j

Sx
k . (2.1.5b)

The non-local mapping (2.1.5a), (2.1.5b) represents the “duality” transformation. As
mentioned earlier, the new operators are defined on links of the original chain which
has one-to-one correspondence with the sites of the “dual” lattice. From (2.1.5a),
(2.1.5b) we can easily see that senses whether spins on the original lattice are aligned
or not; whereas flips all the spins left to the site i. One can now easily check that the
operators ταi ’s satisfy the same set of commutation relation as the operator i.e., they
commute on different sites and anti-commute on the same site

[
τxi , τ

z
i

]= 0 for i �= j and
[
τxi , τz

]
+ = 0. (2.1.6)

One can thus readily rewrite the original transverse Ising Hamiltonian in terms of
the dual operators τα

H = −
∑

i

[
τ zi τ

z
i+1 + λτxi

]

= λ

[
−
∑

i

τ xi − (λ)−1
∑

i

τ zi τ
z
i+1

]
(2.1.7)

which immediately suggests the (duality) scaling property of the Hamiltonian:

H(S;λ) = λH
(
τ ;λ−1)

. (2.1.8)

Since both S and τ operators satisfy the same algebra, the above symmetry
implies, for the equivalent classical two dimensional Ising model (where Γ cor-
responds to inverse temperature), one-to-one correspondence of the high and low
temperature phases. Here for the quantum model, it implies that each eigenvalue E

of H satisfies the relation,

E(λ) = λE(1/λ). (2.1.9)

Equation (2.1.9) has important significance from the point of quantum phase transi-
tion in the model. For the quantum phase transition, at the critical point the mass gap
(the gap between the ground state and the first excited state of the quantum Hamilto-
nian) vanishes and the correlation length ξ(λ) (which is the inverse of the mass gap
Δ(λ)) diverges. For the present model, if the mass gap vanishes for some nonzero
value of then (2.1.9) suggests that it will also have to vanish at. If one assumes that
is unique, the self-duality of the model implies that

λc = 1, or Γc = J (2.1.10)

and, as we will show in the next subsection,

ξ(λ) ∼ Δ−1 = 2|1 − λ|−1. (2.1.11)
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The self-duality of the model thus yields the exact critical value if we assume that
the critical value is unique (valid for simple Ising model, but is not true in general).

2.1.2 Perturbative Approach

In this section we shall try to estimate the mass gap associated with the above
quantum Hamiltonian (1.2.1) for the transverse Ising chain, using a perturbative
approach. We first rewrite the transverse Ising Hamiltonian in the following form

H = H0 + V =
∑

i

[
1 − Sx

i

]− λ
∑

i

Sz
i S

z
i+1, (2.1.12)

with

H0 =
∑

i

[
1 − Sx

i

]
(2.1.13a)

V = −
∑

i

Sz
i S

z
i+1, (2.1.13b)

and write a perturbation series in powers of for any eigenvalue of the total Hamilto-
nian:

E(λ) = E(0) + λE(1) + (λ)2E(2) + · · · . (2.1.14)

The Hamiltonian H0 represents a one dimensional chain of non-interacting spins
in a magnetic field, and one can now trivially show that the lowest eigenvalue E0 of
H0 is zero:

H0|0〉 = E
(0)
0 |0〉 = 0. (2.1.15)

The corresponding bare vacuum |0〉 is given by

|0〉 =
N∏

i=1

|+〉i (2.1.16)

where |+〉i is the eigenstate of the operator Sx
i with eigenvalue = +1. Similarly,

one can easily see that the first excited state of the Hamiltonian H0 consists of
just one flipped spin |0〉 at the site i. But it is clearly seen that this state is N -
fold degenerate, since the flipped spin can occur on any site of the one-dimensional
lattice. Keeping in mind the translational invariance of the model (any eigenstate
has to have a definite momentum) we can choose an appropriate linear combination
for the first excited state of the Hamiltonian H0 given by

|1〉 = N1/2
∑

i

Sz
i |0〉, (2.1.17)

the corresponding eigenvalue equation can be written as

H0|1〉 = E
(0)
1 |1〉 = 2|1〉. (2.1.18)
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Hence considering the unperturbed Hamiltonian (λ = 0), we get the mass gap (at
the zeroth order) of the system, given by

Δ0 ≡ E
(0)
1 −E

(0)
0 = 2. (2.1.19)

We shall now incorporate the effect of V in a perturbative manner. To do this
we must recall that the operator acts as a spin-flip operator on state |0〉 or for that
matter, |1〉. We can thus immediately get for the first order corrections

E
(1)
0 = 〈0|V |0〉 = 0, (2.1.20a)

E
(1)
1 = 〈1|V |1〉 = −2. (2.1.20b)

Putting (2.1.20a), (2.1.20b) in the (2.1.14) we get

Δ(λ) ≡ E1(λ)−E0(λ) = (E(0)
1 + λE

(1)
1

)− (E(0)
0 + λE

(1)
0

)

= 2(1 − λ), (2.1.21)

up to first order in λ.
Equation (2.1.21) suggests that as λ increases from zero, the mass gap decreases

and vanishes at the critical value λc, which is found to be unity here from the first
order perturbation theory. Near the critical point, however, all higher order con-
tributions to the mass gap are expected to become relevant. But Kogut [231], us-
ing Raleigh-Schrödinger perturbation theory, estimated the higher order corrections
in λ to the mass gap Δ(λ) and found that all the higher order contributions vanish
identically in (1 + 1)-dimension. Note that “+1” in the dimension comes from the
imaginary-time Trotter direction. We shall discuss in the next chapter the equiva-
lence between a d-dimensional transverse Ising model and a (d + 1)-dimensional
Ising model. In dimensions higher than d = 1, of course, all the beneficial properties
of the perturbation scheme are lost, the perturbation series does not truncate in the
first order.

We have just seen that the mass gap of the elementary excitations vanishes as λ

approaches 1 from below. Although this perturbative estimate is valid for λ < 1, one
can always extend it for λ > 1 using the duality symmetry of the Hamiltonian. As
the mass gap also satisfies the duality condition (cf. (2.1.9))

Δ(λ) = λΔ
(
λ

−1)
, (2.1.22)

we can write the general form for mass gap as

Δ(λ) = 2|1 − λ|. (2.1.23)

This suggests that the gap vanishes both from below and above the critical point
λ = λc = 1. This also gives the estimate of correlation length ξ(λ) ∼ |λ − λc|−ν ∼
Δ−1(λ) where ν represents correlation length exponent. From (2.1.23) we get

ξ(λ) = (1/2)|1 − λ|−1, (2.1.24)

giving ν = 1 for the transverse Ising chain.
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We now conclude this section with the note that the hidden duality symmetry
makes our task simpler in the case of the spin-1/2 transverse Ising system in 1 + 1-
dimension. Employing duality and perturbation technique we can extract a number
of information about the associated quantum phase transition. Unfortunately, this
symmetry does not hold for higher dimensional models.

2.2 Eigenvalue Spectrum: Fermionic Representation

The above spin-1/2 transverse Ising chain Hamiltonian can be exactly diagonalised,
and the entire eigenvalue spectrum and eigenfunctions can be obtained by em-
ploying Jordan-Wigner transformation of the spin operators to spinless fermions
[245, 312] (see also [216]).

For this, we consider again the Hamiltonian (2.1.1). Using a canonical transfor-
mation

Sx → Sz, Sz → −Sx,

we rewrite the Hamiltonian (2.1.1) as

H = −
∑

i

Sz
i − λ

∑

i

Sx
i S

x
i+1. (2.2.1)

We can now express the Hamiltonian H in terms of the raising and lowering opera-
tors S+

i and S−
i at every site, where

S+
i = (1/2)

[
Sx
i + iS

y
i

]

S−
i = (1/2)

[
Sx
i − iS

y
i

]

which satisfy a mixed set of commutation relations, i.e., commute on different sites
and satisfy the fermionic anti-commutation relations on the same site:

[
S−
i , S+

j

]= 0,
[
S+
i , S−

j

]= 0; i �= j

and
[
S−
i , S+

i

]
+ = 1

[
S−
i , S−

i

]
+ = [S+

i , S+
i

]
+ = 0.

The last condition implies that if an arbitrary state |F 〉 is not annihilated by , then it
is annihilated by (S+

i )2 (a spin can be flipped only once):

S+
i

[
S+
i |F 〉]= 0; (

S+
i

)2 = 0.

The above equation implies that, although the operator S+
i creates a bosonic exci-

tation at the site i, it is impossible to have two such excitations at the same site.
This is the hard-sphere condition, and the raising and lowering operators should
appropriately be treated as hard-core bosons.
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The standard procedure to treat one dimensional hard-core bosons is to transform
the spin operators into fermions by using the Jordan-Wigner transformation

c1 = S−
1 , ci =

i−1∏

j=1

exp
[
iπS+

j S−
j

]
S−
i (i = 2, . . . ,N) (2.2.2a)

c
†
1 = S+

1 , c
†
i = S+

i

i−1∏

j=1

exp
[−iπS+

j S−
j

]
(i = 2, . . . ,N). (2.2.2b)

One can easily check that (see Sect. 2.A.1) the operators ci and c
†
i are fermionic

operators satisfying
[
ci, c

†
j

]
+ = δij ; [ci, ci]+ = 0. (2.2.3)

Unlike the spin operators, the fermion operators anti-commute even at different sites
and this is due to the presence of the non-local factor

Ki = exp

[
iπ

i−1∑

j=1

S+
j S−

j

]
(i = 2, . . . ,N), (2.2.4)

which is called the disorder or “soliton” term which provides an extra minus sign to
convert a commutator to an anti-commutator at different sites. This term is a unitary
operator which rotates (up to a phase factor) the spin configuration of all sites left
to the i-th site by an angle π about the z-axis. This term is called the disorder term
since it cannot have a nonzero expectation value in a state having a long-range order.
On the other hand, it may have a nonzero expectation value in a state having no long-
range order. We can therefore transform the spin system into a system of spinless
fermions with chemical potential zero, defined on a one dimensional lattice.

To write the Hamiltonian (2.2.1), in terms of Jordan-Wigner fermions, we need
to worry about the boundary condition. If the spin chain has a periodic boundary
condition, i.e.,

Sα
1 = Sα

N+1; α = x, y, z (2.2.5)

then we can recast the transverse Ising Hamiltonian in the following form (see
Sect. 2.A.1)

H = N − 2
∑

i

c
†
i ci − λ

∑

i

[
c

†
i − ci

][
c

†
i+1 + ci+1

]
, (2.2.6)

where we have neglected the correction term [(c†
1 + c1)(c

†
N − cN){exp(iπL)+ 1}],

where L =∑N
i=1 c

†
i ci , arising from the periodic boundary condition of spins for

large systems. One must note here that although the number of fermions
∑

i c
†
i ci is

not a constant of motion, its parity is conserved and hence exp(iπL) is a constant
of motion having the value +1 or −1. Hence, the fermion problem must have an
anti-periodic boundary condition if there is an even number of fermions and peri-
odic boundary condition if there is an odd number of fermions. The correction term



2.2 Eigenvalue Spectrum: Fermionic Representation 19

can be neglected for a thermodynamically large system in which case we call it the
“c-cyclic” problem (the original problem being the “a-cyclic” one). The above trans-
formed Hamiltonian is already quadratic in the fermion operators and it is obviously
diagonalisable. To do so, let us consider fermions in momentum space

cq = (1/N)1/2
N∑

j=1

cj exp(iqRj ) (2.2.7a)

c†
q = (1/N)1/2

N∑

j=1

c
†
j exp(−iqRj ) (2.2.7b)

where the complete set of wavevector is q = 2πm/N ,

m = −(N − 1)/2, . . . ,−1/2,1/2, . . . , (N − 1)/2 (for N even)

m = N/2, . . . ,0, . . . ,N/2 (for N odd)

and the final form of the transverse Ising chain Hamiltonian becomes

H = N − 2
∑

q

(1 + λ cosq)c†
qcq − λ

∑

q

(
e−iqc†

qc
†
−q − eiqcqc−q

)
. (2.2.8)

To diagonalise the Hamiltonian, we employ the Bogoliubov transformation in
which new fermion creation operators η

†
q are formed as a linear combination of c†

q

and cq in order to remove terms in Hamiltonian which do not conserve the particle
number.

For this, it is convenient to sum over modes with q > 0 and include the others by
simply writing them out. Then above Hamiltonian (2.2.8) becomes

H = −2
∑

q>0

(1 + λ cosq)
(
c†
qcq − c−qc

†
−q

)+ 2iλ
∑

q>0

sinq
(
c†
qc

†
−q − c−qcq

)

= −2
(
c

†
q c−q

)(1 + λ cosq −iλ sinq
iλ sinq −1 − λ cosq

)(
cq

c
†
−q

)
, (2.2.9)

where the constant N in (2.2.8) is cancelled by 2
∑

q>0 1. Note that the vacuum of
H is not the vacuum of the operator cq because of the presence of the off-diagonal

term (c
†
qc

†
−q + cqc−q) in the Hamiltonian. We wish to write the Hamiltonian in the

form

H =
∑

q

ωqη
†
qηq + const, (2.2.10)

so that the single particle excitations are identifiable above the vacuum state
(ηq |0〉 = 0). This is achieved by making a canonical transformation from the op-

erators cq , c†
q to the operators ηq , η†

q (Bogoliubov transformations)
(

ηq

η
†
−q

)
=
(

uq ivq
ivq uq

)(
cq

c
†
−q

)
=
(
uqcq + ivqc

†
−q

ivqcq + uqc
†
−q

)
(2.2.11)
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where q > 0 everywhere. The functions uq , vq are determined by two criteria:

(1) These new set of operators ηq , η†
q , are fermionic operators. (2) The Hamilto-

nian (2.2.9) is diagonalised when written in terms of these operators. The choice of
the transformation is made in the way such that uq , vq are real. The first criterion

[
ηq ′ , η†

q

]
+ = δq ′,q , [ηq ′ , ηq ]+ = 0 = [η†

q ′ , η†
q

]
+,

leads to the relation

u2
q + v2

q = 1. (2.2.12)

Using now the inverse transformation of (2.2.11)
(

cq

c
†
−q

)
=
(

uq −ivq
−ivq uq

)(
ηq

η
†
−q

)
, (2.2.13)

we can rewrite the Hamiltonian H in terms of the Bogoliubov fermions

H =
∑

q>0

Hq

Hq = −2
(
η

†
q η−q

)( uq ivq
ivq uq

)(
1 + λ cosq −iλ sinq
iλ sinq −1 − λ cosq

)

×
(

uq −ivq
−ivq uq

)(
ηq

η
†
−q

)
. (2.2.14)

To recast the Hamiltonian in the diagonal form we demand that (uq,−ivq)
T is an

eigenvector of the Hamiltonian matrix
(

1 + λ cosq −iλ sinq
iλ sinq −1 − λ cosq

)(
uq

−ivq

)
= −ωq

(
uq

−ivq

)
. (2.2.15)

This 2 × 2 eigenvalue problem is easily solved to yield

ωq = (1 + 2λ cosq + λ
2)1/2

, (2.2.16)

and

uq = λ sinq√
2ωq(ωq + 1 + λ cosq)

, vq = ωq + 1 + λ cosq
√

2ωq(ωq + 1 + λ cosq)
, (2.2.17)

where we have chosen the sign of uq and vq such that uq > 0 for 0 < q < π . Having
obtained the eigenvalue ωq , one can write the Hamiltonian in a diagonal form

H = 2
∑

q>0

ωq

(
η†
qηq − η−qη

†
−q

)= 2
∑

q

ωqη
†
qηq +E0. (2.2.18)

The zero-point (ground-state) energy of the spinless fermion system is given by

E0 = −
∑

q

ωq. (2.2.19)
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Fig. 2.1 Elementary
excitation energy as a
function of q ′/π for
different λ [312]

The Bogoliubov fermion operators are written as the linear combination of the
original Jordan-Wigner fermions

ηq =
∑

i

[(
φqi +ψqi

2

)
ci +

(
φqi −ψqi

2

)
c

†
i

]
, (2.2.20)

where for λ �= 1 the normal modes [245, 312] are given by

φq,j =
(

2

N

)1/2

sin(qRj ); q > 0 (2.2.21a)

=
(

2

N

)1/2

cos(qRj ); q ≤ 0 (2.2.21b)

ψqj = −ω−1
q

[
(1 + λ cosq)φqj + (λ sinq)φ−qj

]
. (2.2.21c)

For λ = 1 and m = −1/2 (i.e., q = −π ),

ωq = 0, φqj = N−1/2, ψqj = ±N−1/2. (2.2.22)

One can thus transform the spin Hamiltonian into a non-interacting set of fermions
obeying the dispersion relation given by (2.2.16).

The energy of the elementary excitations as a function of wave vector q ′ = π −q

for different values of λ is shown in Fig. 2.1. There is an energy gap in the excitation
spectrum of the system which goes to zero at q ′ = 0 for λ ≡ λc = 1 as

Δ(λ) ≡ E1 −E0 = 2|1 − λ|, (2.2.23)

indicating the divergence of the correlation length and a quantum phase transition
at λ = λc = 1 from an ordered state (〈Sx〉 = 1) to a disordered state (〈Sx〉 = 0). One
should mention at this point that the critical value of the transverse (tunnelling) field,
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obtained from the exact solution of the one-dimensional chain, is Γc = J , whereas
the mean field theory employed by Brout et al. (see Sect. 1.2), overestimates for the
one-dimensional nearest neighbour chain and yields Γc = 2J .

At this point we remark on the simplification resulting from the consideration of
the “c-cyclic” problem rather than the “a-cyclic” problem. The Hamiltonian for the
“a-cyclic” problem is complicated by the presence of the term

[(
c

†
1 + c1

)(
c

†
N − cN

)][
exp(iπL)+ 1

]
.

As mentioned earlier, that although L is not a constant of motion, exp(iπL) is.
Now in the ground state of the “c-cyclic” problem, in all states with even number
of excitations, the number of fermions is odd (the q’s are assumed to be occupied
symmetrically around q = 0, except that q = π but not q = −π is occupied). There-
fore, the additional term gives zero acting on such states and they remain eigenstates
of the “a-cyclic” problem. States with odd number of excitation, on the other hand,
have L even, giving an additional term in the Hamiltonian. This has the effect of
making changes of the order of 1/N in the q’s, φq ’s etc., which one can ignore for
a thermodynamically large system. Strictly speaking the elementary excitations are
not independent in the “a-cyclic” problems [245].

One must note that the above method of diagonalising a spin Hamiltonian in
terms of free fermions is exact only in the case of pure transverse Ising chain in
absence of any longitudinal field. One cannot generalise it to higher dimensional
systems. For spin chains incorporating frustrations the resulting fermions are inter-
acting (see Chap. 4) and hence can not be diagonalised exactly. For random interac-
tion and transverse field Ising chain (see Chap. 5), one can map the problem to free
fermion problem but as both Ji ’s and Γi ’s are random one has to adopt numerical
diagonalisation technique.

2.2.1 The Ground State Energy, Correlations and Exponents

The ground state energy of the fermion system, given by the expression (2.2.19),
can be reduced to the elliptic integral of second kind

− E0

NJ
= 2

π
(1 + λ)E

(
π

2
, θ

)
; θ2 = 4λ

(1 + iλ)2
. (2.2.24)

The ground state energy decreases monotonically with the transverse field and is
non-analytic at the point λ = 1 (see Fig. 2.2).

Defining the divergence of correlation length (ξ(λ) = Δ−1) in the neighbour-
hood of the critical point λc = 1 as ξ(λ) ∼ (λc − λ)−ν , one can readily obtain from
(2.2.23) the value of exponent ν = 1. If one defines the variation of the energy gap as
Δ(λ) ∼ (λc−λ)s , the same equation yields s = 1. To evaluate the other exponents of
the transition one has to calculate magnetisations and the different correlation func-
tions using “Wick’s Theorem” to evaluate the vacuum expectation value of many
fermion operators [312]. The longitudinal magnetisation 〈Sx〉 (the order parameter



2.2 Eigenvalue Spectrum: Fermionic Representation 23

Fig. 2.2 Ground state energy
as a function of Γ/2J [312]

Fig. 2.3 Variation of the
transverse magnetisation
mz = 〈Sz〉 with Γ/2J .
Dashed curve is the mean
field result [312]

in the present problem) cannot be evaluated directly because of the up-down sym-
metry of the Hamiltonian unless one applies a symmetry breaking longitudinal field.
The transverse magnetisation can be written as [312] (see Sect. 2.A.3)

mz = G0 = 〈ψ0|Sz
i |ψ0〉

= 1

π

∫ π

0
dq ω−1

q + 1

π

∫ π

0
dq ω−1

q cosq, (2.2.25)

which gives an elliptic integral of the first kind, and is non-analytic at λ = λc = 1.
(Fig. 2.3).

The correlation functions given in Sect. 2.A.3 depend only on Gr . As a function
of λ, Gr is non-analytic for λ = 1 and so are the correlation functions. The criti-
cal case λ = 1 can be studied more easily because of the simple form of Gr (see
Sect. 2.A.3). We get the correlation functions given as [265, 312]
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Cz
r = 〈ψ0|Sz

i S
z
i+r |ψ0〉 = 4

π2

1

4r2 − 1

Cx
r = 〈ψ0|Sx

i S
x
i+r |ψ0〉 =

(
2

π

)r

22r(r−1) H(r)4

H(2r)

where H(r) = 1r−12r−1 · · · (r − 1). Cy
r and Cz

r behave in the analogous way and all
the correlations at λ = 1 go to zero as r → ∞.

The spin-spin correlation in the longitudinal direction Cx
r vanishes for large r

(limr→∞ Cx
r = 0) when λ ≤ 1, indicating the absence of any long-range correlation

in the disordered phase. For λ > 1 [265, 312]

lim
r→∞Cx

r = (1 − λ
−2)1/4

, (2.2.26)

and hence the longitudinal magnetisation (as r → ∞) can be written as

mx = 〈ψ0|Sx
i |ψ0〉 = 0; λ ≤ 1, (2.2.27a)

= (1 − λ
−2)1/8

λ > 1. (2.2.27b)

Equation (2.2.27b) gives the value of the magnetisation exponent β = 1/8. All the
other exponents can be obtained in a similar fashion and it is readily observed that
the value of these exponents are identically same with the exponents associated
with the thermal phase transition in classical two-dimensional Ising model. One
should mention that these correlation functions can be derived alternatively using
“bosonisation” technique [367].

Following the development in the study of quantum computation and quantum
information, the quantum entanglement has drawn increasing attention [295]. In the
context of the statistical physics, the behaviour of the entanglement near a quan-
tum critical point has been often discussed. It has been known in general that the
entanglement increases when the system approaches the quantum phase transition.

The entanglement is basically measured by the entanglement entropy. To define
the entanglement entropy, one considers a partition of a system into subsystems A
and B. Let ρA = TrB(ρ) be the density matrix of the subsystem A, which is given
by the trace of the density matrix of the whole system ρ with respect to the subsys-
tem B. The entanglement entropy between A and B is defined by the von Neumann
entropy of ρA as S(ρA) = TrA(−ρA logρA). One can readily see that the entangle-
ment entropy vanishes if the subsystem A is decoupled from B such that ρ = ρAρB
and the rank of ρA is 1, whereas it has the maximum when all the eigenvalues of
ρA are equivalent. Let us now consider an infinite transverse Ising chain and focus
on a subsystem of size l. The entanglement entropy Sl of this block is obtained by
considering the matrix [12, 410]

Λ =

⎛

⎜⎜⎜⎝

Π0 Π1 · · · Πl−1
Π−1 Π0 · · · Πl−2
...

...
. . .

...

Π−l+1 Π−l+2 · · · Π0

⎞

⎟⎟⎟⎠ , (2.2.28)
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Fig. 2.4 Entanglement entropy Sl=∞ versus J/Γ . Sl=∞ has a singularity at Γ = J , namely, at
λ = 1. Note that S∞ = log 2 when Γ = 0. This comes from doubly degenerated ground states of
the Ising chain. (After Calabrese and Cardy [54])

with

Πn =
(

0 gn
−gn 0

)
; gn =

∫ 2π

0

dφ

2π
e−inφ e−iφ − λ

|e−iφ − λ| .

Letting λn’s denote positive eigenvalues of the matrix (2.2.28) and defining h(x) =
−x log(x)− (1 − x) log(1 − x), Sl is given by

Sl =
l∑

n=1

h

(
1 + λn

2

)
. (2.2.29)

The behaviour of (2.2.29) has been studied numerically [410] and analytically [54,
200, 310]. Figure 2.4 shows λ dependence of Sl=∞ [54]. As shown in this figure,
the entanglement entropy Sl=∞ diverges at the critical point λ = 1. Focusing on
the critical point, Sl scales as Sl ∼ 1

6 log l [410]. This logarithmic scaling of the
entanglement entropy is universal in one-dimensional quantum critical systems. It
has been known from the conformal field theory that, in general, the entanglement
entropy of a one-dimensional quantum critical system with the central charge c

behaves as Sl ∼ c
3 log l [54, 176]. The prefactor 1

6 in Sl of the transverse Ising chain
λ = 1 is consistent with c = 1

2 of the same system.
Another measure of the entanglement is the concurrence [425]. We consider a

density matrix with respect to sites i and i + r , ρi,r = Tr′(ρ), where Tr′ stands for
the partial trace with respect to the degree of freedom on sites except i and i + r .
We define the time-reversal of ρi,r as ρ̃i,r = (S

y
i S

y
i+r )ρ

∗
i,r (S

y
i S

y
i+r ), where ρ∗

i,r is
the complex conjugate of ρi,r . Let λk (k = 1, . . . ,4) be the eigenvalues of ρi,r ρ̃i,r .
Note that λk is a non-negative number. We fix k such that λ1 ≥ · · · ≥ λ4. Then
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Fig. 2.5 Nearest neighbour concurrence versus λ = J/Γ . The main panel shows the first deriva-
tive dC(1)/dλ for several sizes, while the inset shows C(1) of the infinite size system. The dip
of dC(1)/dλ at the critical point λ = 1 becomes deeper with increasing size. In the infinite size
system, dC(1)dλ behaves as (8/3π2) ln |λ − 1| + const and diverges at λ = 1. (After Osterloh et
al. [303])

the concurrence is defined by C(r) = max{0,√λ1 − √
λ2 − √

λ3 − √
λ4}. It has

been shown that this quantity gives the so-called entanglement of formation, which
is an elementary measure of the entanglement, and thus can be regarded itself as
an entanglement measure [425]. The concurrence in the transverse Ising chain has
been studied in Refs. [303, 392]. It has been shown that C(r) vanishes for r ≥ 3
even at the critical point λ = 1. Confining our attention to the concurrence between
the nearest neighbour C(1), it has a peak near the critical point and is a smooth
function of λ. The singularity at the critical point is clearer in the first derivative
of C(1). Osterloh et al. [303] have shown that, as λ approaches its critical point
λc = 1, dC(1)/dλ behaves as dC(1)/dλ = (8/3π2) ln |λ− 1| + const in the infinite
size system. Figure 2.5 shows C(1) and dC(1)/dλ as functions of λ [303].

2.3 Diagonalisation Techniques for Finite Transverse Ising
Chain

Although, as discussed in the previous section, the spin-1/2 transverse Ising chain
(and its classical analogue i.e., classical Ising system on a square lattice) is exactly
solvable, the subtlety for the condition of exact solubility is very unique. With slight-
est change in the conditions (like presence of next nearest neighbour interaction or
disorder, or in higher dimensions etc.), the above tricks fail and one requires accu-
rate approximate methods. One such method, which can be (and has been) utilised
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to extract accurate information in such cases (see Chaps. 4 and 6), is exact diago-
nalisation of finite-size quantum systems and employment of finite size scaling. In
order to test the accuracy of such methods, we can employ it here for a spin-1/2
transverse Ising chain (where we can compare with the exact results).

2.3.1 Finite-Size Scaling

The idea of finite-size scaling was introduced by Fisher and Barber [143] to explain
the effect of the thermodynamic singularities on finite size variations. Let ψ(λ) be
some quantity which diverges in the thermodynamic limit at a critical value (λc)

ψ(λ) ∼ A|Δ|−ψ ; Δλ = (λ− λc)

λc
→ 0, (2.3.1)

where the correlation length ξ ∼ |Δλ|−ν also diverges with the correlation length
exponent λ. For a finite system of linear dimension L, the behaviour of ψ(λ,L) is
given by the finite size scaling ansatz

ψ(λ,L) = Lψ/Lf
(
L/ξ(λ)

)
(2.3.2)

where the scaling function f (x) is asymptotically defined with a power law: f (x) ∼
x−ψ/ν , as x → ∞. One thus recovers (2.3.1) from (2.3.2) when L → ∞.

The above ansatz (2.3.2) is helpful in the following ways: (1) If the critical point
λc is exactly known, then the finite size variation there is precisely given by

ψ(λc,L) = Lψ/ν. (2.3.3)

Using thus the data of finite systems one can estimate the exponent relations for the
transition in infinite system. (2) If the critical point for the infinite system is not ex-
actly known, then ψ(λ,L) is evaluated at the effective λc(L) (at which the effective
order parameter vanishes). This λc(L) approaches the true critical value as L → ∞.
Since the effective λc(L) is the point where ξ(λc(L)) ∼ L, one immediately gets

λc(L) = λc +AL−1/ν (2.3.4)

(where A is a constant) and can extract the value of ν.
For a quantum phase transition, the inverse of the mass gap of the quantum

Hamiltonian gives the correlation length. At the transition point, the mass gap Δ(λ)

vanishes inversely as the correlation length and for finite sizes the mass gap variation
is given by

Δ(λ,L) ∼ L−1g
(
ΔλL1/μ),

where g(x) ∼ xν as x → 0. Hence at the critical point

LΔ(λc,L) = (L+ 1)Δ(λc,L+ 1). (2.3.5)

Using the above relation one can estimate the critical point for an infinite system
from the mass gap obtained from the diagonalisation of finite systems. It has been
analytically established by Hamer and Barber [167] that finite size scaling is exact
for the mass gap of the transverse Ising chain in the limit L → ∞ and λ → 1 with
(1 − λ)L of the order of unity.
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2.3.2 The Diagonalisation Techniques

One considers here a system of finite size N and diagonalises 2N ×2N dimensional
Hamiltonian matrix. Here, the observation of the symmetries of HN can help in
reducing the size of the matrix. Also the interest in some very specific states (like the
ground state and the low lying excited states) may not need the search in the entire
Hilbert space and one can restrict to very specific subspace. Let us now consider
here a spin-1/2 transverse Ising system on an open chain of N spins

HN = −
N−1∑

i=1

Sz
i S

z
i+1 − λ

N∑

i=1

Sx
i . (2.3.6)

The above Hamiltonian has discrete spin-flip symmetry. We choose a set of basis
vectors in which is diagonal. We can write the 2N basis vectors, spanning the Hilbert
space associated with the Hamiltonian, in the form |ε1, . . . , εp, . . . , εN 〉 where εp is
given by

Sx
p|ε1, . . . , εp, . . . , εN 〉 = εp|ε1, . . . , εp, . . . , εN 〉. (2.3.7)

Clearly, εp can take two values +1 and −1. We can now easily check that the Hamil-
tonian HN acting on a basis vector does not change the parity of total number of (+)

and (−) spins. Hence, we can divide the entire 2N -dimensional Hilbert space into
two 2N−1-dimensional subspaces: one having basis vectors with even number of up
spins and the other with basis vectors with odd number of up spins. At this point
one can separately diagonalise the Hamiltonian in two subspaces and reduce a 2N -
dimensional problem into two 2N−1 problems. In the present case, the ground state
of the Hamiltonian in the first subspace gives the ground state in the entire space
whereas the ground state in the second subspace gives the first excited state; the
difference of the two gives us the required mass gap of the quantum Hamiltonian.

2.3.2.1 Strong Coupling Eigenstate Method

The idea of strong coupling eigenstate method was introduced by Hamer and Bar-
ber [167] to estimate approximately (in a very small subspace) the mass gap of a
quantum Hamiltonian, for a finite size N . We rewrite the quantum Hamiltonian in
the form

HN = H0 + V (2.3.8)

V = −
N−1∑

i=1

Sz
i S

z
i+1

H0 = −λ

N∑

i=1

Sx
i .

The essential idea is to generate a set of (strong coupling) eigenstate of H0 by the
successive application of the operator V to an unperturbed eigenstate of H0. The
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advantage of using this scheme is that the number of strongly coupled eigenstates is
much smaller than the total number of basis vectors, and hence the effective Hamil-
tonian matrix is of much reduced dimension.

Let us consider, for example, a lattice of 5 spins with periodic boundary condi-
tion. The ground state of the Hamiltonian H0 is

Sx
i |0〉 = 1|0〉, i = 1,2, . . . ,5.

Using the notation introduced in the previous section we can write the ground state
in the form

|0〉 = |+ + + + +〉.
Applying the operator V on the ground state we get a state

|1〉 = (1/5)1/2(|− − + + +〉 + |+ − − + +〉 + |+ + − − +〉 + |+ + + − −〉
+ |− + + + −〉). (2.3.9)

Considering the translational invariance of the model we simply write the state |1〉 =
|−−〉. Applying V on this state |1〉 gives

V |−−〉 = 2
(|− + − + +〉 + |− − − − +〉 + 5|0〉).

We call these states |− + − + +〉 = |2〉 and |− − − − +〉 = |3〉. Application of V
on this states does not generate any new state. We have thus effectively generated
a complete set of strongly coupled eigenstates of the operator H0. In the present
case the series terminates because the unperturbed Hamiltonian has a finite number
of states, whereas in the case of Hamiltonians with continuous symmetry the series
does not terminate but converges very rapidly. Using the above four basis vectors
we can write the Hamiltonian in the truncated 4-dimensional Hilbert space and now
diagonalisation is much easier. To evaluate the first excited one has to repeat the
same procedure starting from the state with a single spin flipped. This method gives
the exact value of the mass gap for transverse Ising system and is also effective for
estimating the phase diagram of other quantum Hamiltonians.

We now give some typical numerical results. The variation of the mass gap
Δ(λ,L) with λ of the transverse Ising chain (of size 3 < L < 50) is shown be-
low (Fig. 2.6). As the size of the system increases, the curve approaches the exact
variation of mass gap with λ for an infinite chain (Δ(λ) ∼ |1 − λ|), but for a finite
chain the mass gap vanishes only in the limit of asymptotic value of λ, indicating
the absence of phase transition in a finite size system. To estimate numerically the
critical coupling of an infinite system, using finite size results, one has to consider
the “scaled mass gap ratio” RL given by

RL = LΔ(λ,L)

(L− 1)Δ(λ,L− 1)
(2.3.10)

and calculate the effective critical coupling λc(L) from the equation RL(λc) = 1.
For example, in the case of transverse Ising system, one gets, with L = 9, the value
of effective critical coupling λc(L = 9) = 0.9985 [143, 167] which converges to the
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Fig. 2.6 The mass gap Δ(λ)

plotted against λ for various
chain size L. The full curve
denotes the exact result [167]

critical value (λc = 1) for an infinite system, as L increases. One can thus extrapo-
late finite size results to make a very good approximate (exact, for a transverse Ising
chain) estimation for the infinite system results.

Using the extrapolated value of critical coupling for an infinite system, as ob-
tained above, we can estimate the value of the correlation length exponent ν using
the scaling relation (2.3.4). For a transverse Ising system, using L = 9, one gets
ν = 0.995, which again extrapolates to the exact value (ν = 1) in the infinite chain
limit. To calculate the susceptibility exponent γ one applies a magnetic field h in the
longitudinal direction and the zero field susceptibility χ = −(∂2E0/∂h

2)h=0 shows
a peak for a finite system at the point λc(L). This peak becomes sharper in the limit
of large L (Fig. 2.7), and from the slope of the logarithmic plot of the above curve
one can estimate the value of γ for a finite system: for transverse Ising chain of
size L = 9, γ = 1.758. One can also use (2.3.3), with the extrapolated approximate
value of the coupling constant to estimate the value of γ for an infinite system.
The approximate value of γ , thus obtained, is 1.75 ± 0.005, compared to the ex-
act value 1.75. These demonstrate the strength of diagonalisation technique, when
implemented along with finite size scaling. This diagonalisation technique has also
been applied to other quantum systems with appreciable amount of success [143].

2.4 Real-Space Renormalisation

Real-space renormalisation group (RSRG) techniques have been frequently used
to study the phase transition in classical systems. These techniques have also been
extended to study quantum systems at T = 0 [113, 208] (see also Ref. [209]), where
one develops various schemes for generating (rescaling) the ground state and the
low-lying excited states of the quantum Hamiltonians at various levels of scaling.
In this section, we shall discuss block renormalisation group method, introduced by
Drell et al. [113] and extended by Jullien et al. [208], to the problem of the spin-1/2
transverse Ising chain.
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Fig. 2.7 A semi-logarithmic
plot of the finite lattice
susceptibility against λ [167]

2.4.1 Block Renormalisation Group Method

We shall illustrate the essential idea of the block RSRG method by applying the
above to the spin-1/2 transverse Ising Hamiltonian (2.1.1) on an open chain. The
idea is to generate an iterative procedure which yields for the Hamiltonian (2.1.1) in
the nth iteration

H(n) = −
∑

i

(
J (n)S

z(n)
i S

z(n)
i+1 + Γ (n)S

x(n)
i

)+ c(n)
∑

i

I
(n)
i (2.4.1)

where I
(n)
i is the 2 × 2 identity matrix.

To generate an iterative scheme as shown in (2.4.1), the starting point is to divide
the entire one dimensional chain of N sites into N/b blocks each having b spins (i.e.,
changing the length scale of the problem by a factor b) and rewrite the Hamiltonian
(2.1.1) as H = HB +HIB where HB is the intra-block part and HIB is the inter-block
part of the Hamiltonian

HB =
N/b∑

p=1

Hp, HIB =
N/b−1∑

p=1

Hp,p+1 (2.4.2)

with
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Hp = −
b−1∑

i=1

JSz
i,pS

z
i+1,p + Γ

b∑

i=1

Sx
i,p (2.4.3a)

Hp,p+1 = −JSz
n,pS

z
1,p+1, (2.4.3b)

where indices i, p refers to the ith spin in the pth block.
The next task is to diagonalise the Block Hamiltonian Hp using the same tricks

as discussed in Sect. 2.3.2. Using the same notations we can write the eigenvectors
corresponding to the ground state energy E0 and first excited state energy E1 as

|0〉 =
+∑

λ+
ε1,...,εb

|ε1, ε2, . . . , εb〉 (2.4.4a)

|1〉 =
−∑

λ−
ε1,...,εb

|ε1, ε2, . . . , εb〉 (2.4.4b)

where
∑+

(
∑−

) is summation restricted to the Hilbert space consisting of the basis
vectors with even (odd) number of down spins.

To perform the renormalisation procedure we just retain the ground state and the
first excited state of the block Hamiltonian and introduce a new set of spin operator
S
α(1)
p associated with each block p, such that the eigenstates of Sx(1)

p are precisely
the states |0〉 and |1〉. Thus, we can rewrite the block Hamiltonian in a renormalised
form (in the first iteration) in terms of the new block spins,

H(1)
p = −Γ (1)Sx(1)

p + c(1)I (1)p , (2.4.5)

where

Γ (1) = (1/2)(E1 −E0), c(1) = (1/2)(E1 +E0). (2.4.6)

To rewrite the renormalised form of the total Hamiltonian, we include the interblock
part of the Hamiltonian in a perturbative way. To the zeroth order H(1) = H

(1)
p . To

the first order in perturbation, obtained by taking the matrix element of old spin
operators Sz

i,p between the new block states |0〉 and |1〉, Hp,p+1 takes the form

H
(1)
p,p+1 = −J (1)

∑

p

Sz(1)
p S

z(1)
p+1

where

J (1) =
( +∑

λ+
ε1,...,εp,...,εb

λ−
ε−1,...,εp,...,εb

)2

J ≡ (η(0)1

)2
J. (2.4.7)

Equations (2.4.6) and (2.4.7) constitute the recursion relation of J and Γ in the first
iteration. Thus one obtains for (n+ 1)th iteration

Γ (n+ 1) = 1

2

(
E

(n)
1 −E

(n)
0

)
(2.4.8a)

J (n+ 1) = (η(n)1

)2
J (n) (2.4.8b)

c(n+ 1) = bc(n) + 1

2

(
E

(n+1)
1 +E

(n+1)
0

)
. (2.4.8c)
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The above recursion relations along with the initial conditions

J (0) = J, Γ (0) = Γ and c(0) = 0,

define a renormalisation group transformation, which can be readily exploited to
estimate the critical point and exponents for the Hamiltonian (2.1.1).

We now apply the scheme to the transverse Ising chain, using block size
b = 2 [183, 184, 208]. Let us start from the canonically transformed Hamiltonian
(2.2.1)

H = −Γ
∑

i

Sz
i − J

∑

i

Sx
i S

x
i+1 (2.4.9)

and write in the form of (2.4.2) with N sites of the chain divided into N/2 blocks
(b = 2), and

Hp = −Γ
(
Sx

1,p + Sx
2,p

)− JSx
1,pS

x
2,p

and

Hp,p+1 = −JSx
2,pS

x
1,p+1.

The block Hamiltonian Hp can be diagonalised exactly, with the eigenstates given
by

|0〉 = 1

(1 + a2)1/2

(|++〉 + a|−−〉)

|1〉 = 1√
2

(|+−〉 + |−+〉)

|2〉 = 1√
2

(|+−〉 − |−+〉)

|3〉 = 1

(1 + a2)1/2

(
a|++〉 − |−−〉)

where a = (1/J )[(4Γ 2 + J 2)1/2 − 2Γ ], and the respective eigenenergies given by
E0, E1, −E1 and −E0, where

E0 = −
√

4Γ 2 + J 2 and E1 = −J. (2.4.10)

Retaining now the two lowest energy states |0〉 and |1〉 and treating them as
the renormalised block spin state Sz(1), the inter-block interaction can be written
as

−J (1)Sx(1)
p S

x(1)
p+1

where

J (1) = J
(1 + a)2

2(1 + a2)
. (2.4.11a)
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Fig. 2.8 Schematic phase
diagram for renormalisation
group flow for transverse
Ising chain

This is because, 〈0|Sx |1〉 = (1 + a)/[2(1 + a2)]1/2. Since 2Γ (1) equals the energy
difference of states |0〉 and |1〉, we get

Γ (1) = E1 −E0

2
=

√
4Γ 2 + J 2 − J

2
(2.4.11b)

c(1) = E1 +E0

2
=

√
4Γ 2 + J 2 + J

2
, (2.4.11c)

with the last term as the additive constant appearing due to renormalisation (see
(2.4.1)).

One can now write the recursion relation for the variable λ = γ /J as

λ(1) = [√4λ2 + 1 − 1](1 + a2)

(1 + a)2
(2.4.12)

where a = √
4λ2 + 1 − 2λ. Solving numerically (2.4.12) for the fixed point λ∗, one

gets (apart from the trivial fixed points at λ∗ = 0 or ∞) λ∗ = 1.277, and linearising
the recursion relation (2.4.12) in the neighbourhood of the fixed point, one gets

λ′ − λ = Ω
(
λ− λ∗), (2.4.13)

which gives the correlation length exponent λ = lnΩ/ ln 2 � 1.47 (with b = 2
here), compared to the exact value λ∗ = λc = 1 and ν = 1. Also, writing J (1)/J =
Γ (1)/Γ ∼ b−z near the fixed point, one gets z = 0.55, compared to the exact value
z = 1. It may be noted here if the mass gap Δ(λ) ∼ |λ − λc|s , then s = νz. The
results improve considerably with larger block size [183, 184, 208].

The schematic flow diagram of transverse Ising chain, as obtained from the above
block real-space renormalisation group technique, is as shown in Fig. 2.8. The in-
formation we derive is the following:

(1) There exists an unstable (critical) fixed point in the one parameter space γ /J =
λ at a point λc. If one starts from a point λ ≥ λc, the system is iterated towards
the trivial fixed point at λ = ∞ (the disordered phase), whereas if started from a
point λ ≤ (γ /J )c the system is iterated towards the point λ = 0 (classical Ising
phase).

(2) The value of λc approaches the exact value (λc = 1) as one considers larger and
larger block size.

(3) Ground state energy per site is given by

(E0/N)N→∞ = lim
n→∞

(
c(n)/b(n)

)
. (2.4.14)

The second derivative of E0 with respect to Γ , −∂2(E0/N)/∂Γ 2, shows a non-
analytic behaviour at the point λc (Fig. 2.9). This singular behaviour approaches the
exact behaviour as larger block size is considered.



2.5 Finite Temperature Behaviour of the Transverse Ising Chain 35

Fig. 2.9 Variation of specific
heat (= −∂2(E0/N)/∂Γ 2)
for different b. The exact
result is represented by the
dashed line [208]

As mentioned before, the values of these exponents, thus obtained, can be made
more accurate by using larger block [208]. Hirsch and Mazenko [175], obtained
better results for the mass gap and the critical exponents considering the next order
in perturbation. Better results can also be derived by increasing the number of energy
states of the block Hamiltonian, retained in each iteration [207].

We shall conclude this section with the note that, although we have restricted our
discussion to the transverse Ising chain, this model has also been applied to interact-
ing fermions, spin-1/2 XY and Heisenberg Chain, XY chain in 2 and 3 dimension
[208] etc. One should note that the block renormalisation group technique has been
extended to study quantum spin systems at finite temperature [377]. Recently trans-
verse Ising system has also been studied using density matrix renormalisation group
techniques [114].

2.5 Finite Temperature Behaviour of the Transverse Ising Chain

In this section, we shall discuss the finite temperature behaviour of the spin-1/2
transverse Ising chain. Using the dispersion relation of the elementary excitations
(2.2.16), one can readily write out the free energy of the system

F = −NkBT

[
ln 2 +

∫ π

0
dq ln cosh

(
1

2
βωq

)]
; β = 1

kBT
, (2.5.1)

from which all the thermodynamic quantities can be obtained. The free energy
does not show any singularity at any finite temperature. Since the model is one-
dimensional, even when the transverse field is absent, the long range order and the
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Fig. 2.10 Schematic phase
diagram of the transverse
Ising chain. The finite
temperature phase is divided
into three phases. Dashed
lines stand for crossovers.
(After Sachdev [339])

correlations of the system are destroyed with the introduction of infinitesimal ther-
mal fluctuations (Tc = 0). Hence, there is no finite temperature transition for the
one-dimensional model.

In spite of the absence of the long range order, the finite temperature phase di-
agram is divided into three phases by crossover lines T ∼ Δ(λ) = 2|1 − λ|. For
T < Δ(λ) with λ < 1 and with λ > 1 one has the classical disordered phase and
the quantum disordered phase respectively. There exists a quantum critical phase
between these phases where T > Δ(λ). This picture is corroborated by analysis of
finite temperature correlation functions [338, 339] (see Sect. 2.A.3). We show the
schematic phase diagram in Fig. 2.10. In the classical disordered phase, the thermal
fluctuation destroys the long-range order as the classical Ising chain at finite temper-
ature is. On the other hand, the quantum fluctuation is responsible for the quantum
disordered state. In the quantum critical region, the system is governed by the quan-
tum criticality. It is remarkable that a nature of quantum criticality may be observed
even at finite temperatures in the quantum critical region.

2.6 Experimental Studies of the Transverse Ising Chain

In realisation of a transverse Ising chain, we are restricted by dimensionality and the
Ising anisotropy. CoNb2O6 has been perhaps the best candidate so far that provides
us with a quasi-one-dimensional spin system with strong Ising anisotropy. Coldea et
al. [81] performed neutron scattering experiments for this material in the presence of
a transverse field and obtained distinct excitation spectra. Due to an interchain cou-
pling, each Ising-spin chain in this material undergoes a ferromagnetic transition
with a critical temperature T = 2.95 K. At sufficiently low fields and low tempera-
ture (i.e., λ > 1 and T � Δ(λ)), the elementary excitations from the ordered ground
state is a kink and anti-kink. They form a continuum in the excitation spectrum. On
the other hand, when the transverse field is sufficiently high (λ < 1 and T � Δ(λ)),
the excitation consists of a flip of a single spin from the ground state polarised along
the transverse axis. This excitation is signified by a single branch in the excitation
spectrum. The results of experiment [81] clearly show the change of excitation spec-
trum between two regimes (Fig. 2.11). In addition to this observation, Coldea et al.
detected a nature of quantum criticality, which is described as follows, in this ma-
terial. The present system is represented effectively by an Ising chain with a weak
longitudinal mean field induced by interchain couplings. This model in the presence
of the transverse field cannot be mapped to a free fermion model (see Sect. 2.2).



2.6 Experimental Studies of the Transverse Ising Chain 37

Fig. 2.11 (upper panels) Excitation spectra of a quasi-one-dimensional transverse Ising chain
observed in CoNb2O6 by neutron scattering. The left two panels B and C show spectra in the low
field regime, where one finds a continuum formed by scattering states of kink-antikink pair. In the
rightmost panel E, the spectrum consists of a single branch which is attributed to the excitation
by a single-spin flip from the polarised ground state along the transverse axis. The panel D is the
result near the quantum critical point. (lower panels) A and B show spectral intensities below and
near the critical field respectively. m1 and m2 denotes the lowest and the second lowest excitation
energies. D is a plot of the ratio m1/m2 as a function of the transverse field. One finds that the ratio
approaches the golden ratio with increasing the field toward to the critical value. (After Coldea et
al. [81])
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However, at the critical transverse field, the system is described by an integrable
field theory [289]. Zamolodchikov [442] showed that the system possesses the E8
symmetry of the exceptional Lie group and eight elementary excitations with dif-
ferent masses should exist. Coldea et al. [81] confirmed that the ratio of the low-
est two excitation energies approaches the golden ratio (1 + √

5)/2 as one shifts
the transverse field to the critical point (Fig. 2.11). The golden ratio is nothing but
what Zamolodchikov predicted. This experimental result reveals that the transverse
Ising chain is not only a mathematical model but a realisable system which contains
essences of quantum critical phenomena.

Appendix 2.A

2.A.1 Jordan-Wigner Fermions

To check that the operators ci and c
†
i satisfy fermionic anti-commutation relations

[
ci, c

†
i

]
+ = δik, [ci, ck]+ = 0 and

[
c

†
i , c

†
k

]
+ = 0, (2.A.1)

one uses the simple relations obeyed by Pauli spin operators

S−
i S+

i = 1

2

(
1 − Sz

i

); S+
i S−

i = 1

2

(
1 + Sz

i

); exp

(
iπ

2
Sz
i

)
= iSz

i . (2.A.2)

So that, the Jordan-Wigner transformation (2.2.2a), (2.2.2b) can be rewritten as

ci =
i−1∏

j=1

[−Sz
j

]
S−
i (2.A.3a)

c
†
i = S+

i

i−1∏

j=1

[−Sz
j

]
. (2.A.3b)

Using (2.A.3a) and (2.A.3b), one can immediately check that

cic
†
i + c

†
i ci = S−

i S+
i + S+

i S−
i = 1. (2.A.4)

To prove [ci, c†
k]+ = 0, for k �= i, without loss of generality we assume k < i. Now

ckc
†
i + c

†
i ck = S−

k

i−1∏

j=k

[−Sz
j

]
S+
i + S+

i

i−1∏

j=k

[−Sz
j

]
S−
k . (2.A.5)

If one now uses the fact

S−
mSz

m = −Sz
mS

−
m

the right hand side of (2.A.5) vanishes identically. Similarly, one can derive the other
anti-commutation relations.
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To express the spin Hamiltonian in terms of the fermion operators, we use the
relation, which can be checked using (2.A.3a) and (2.A.3b). Now from (2.A.2), we
get

Sz
i = 2S+

i S−
i − 1 = 2c†

i ci − 1, (2.A.6)

which can be easily derived using (2.A.3a), (2.A.3b). The coupling term

Sx
i S

x
i+1 = [S+

i + S−
i

][
S+
i+1 + S−

i+1

]
(2.A.7)

is now to be rewritten in terms of fermions. Consider the product

c
†
i ci+1 = S+

i

[−Sz
i

]
S−
i+1

(
from (2.A.3a), (2.A.3b)

)
. (2.A.8)

But S+
i Sz

i = −S+
i , so we get

c
†
i ci+1 = S+

i S−
i+1. (2.A.9a)

Similarly one can derive the following relations

cic
†
i+1 = −S−

i S+
i+1, (2.A.9b)

c
†
i c

†
i+1 = S+

i S+
i+1, (2.A.9c)

cici+1 = −S−
i S−

i+1. (2.A.9d)

The coupling term can be written in terms of fermion operators which are also
only coupled to nearest neighbours. This result is a consequence of the Ising char-
acter S2

i = +1 of the original degrees of freedom. Collecting all the terms in
(2.A.5) and (2.A.9a), (2.A.9b), (2.A.9c), (2.A.9d), one can arrive at the Hamilto-
nian (2.2.6). One should note here that if the original spin Hamiltonian incorporates
next-nearest neighbour interaction, the resulting fermion Hamiltonian includes four-
fermion term.

2.A.2 To Diagonalise a General Hamiltonian Quadratic
in Fermions

We wish to diagonalise a general quadratic Hamiltonian of the form

H =
∑

ij

c
†
i Aij cj + 1

2

∑

ij

c
†
i Bij c

†
j + h.c. (2.A.10)

where ci and c
†
i are fermion annihilation and creation operators respectively. For

system size N , A and B are both N ×N matrices. Hermiticity of H demands A to
be a Hermitian matrix and anti-commutation of fermion operators demands B to be
antisymmetric. Both can be chosen to be real.

Equation (2.A.10) is most effectively diagonalised by Bogoliubov transformation
employed for fermion operators by Lieb et al. [245]. In particular, the technique is
directly applicable for quite general nearest neighbour interactions, including for
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example quasiperiodic and random ones [77]. One wants to rewrite the Hamiltonian
in a diagonal form using variables ηq and η

†
q as

H =
∑

q

ωqη
†
qηq + const, (2.A.11)

ωq are one fermion energies. One makes a linear transformation of the form [245]

ηq =
∑

i

(
gqici + hqic

†
i

)
(2.A.12a)

η†
q =

∑

i

(
gqic

†
i + hqici

)
(2.A.12b)

where gqi and hqi can be chosen to be real. For ηq ’s to satisfy fermionic anti-
commutation relations we require

∑

i

(gqigq ′i + hqihq ′i ) = δqq ′ (2.A.13a)

∑

i

(gqihq ′i − gq ′ihqi) = 0. (2.A.13b)

If (2.A.11) holds, then we must have

[ηq,H ]+ −ωqηq = 0. (2.A.14)

Using (2.A.12a), (2.A.12b) in (2.A.14) one finds

ωqgqi =
∑

j

(gqjAji − hqjBji) (2.A.15a)

ωqhqi =
∑

j

(gqjBji − hqjAji). (2.A.15b)

The above coupled equations can be written in the following form

Φq(A−B) = ωqΨq (2.A.16a)

Ψq(A+B) = ωqΦq (2.A.16b)

where the components of the 2N vectors Φ and Ψ are obtained from the matrices g
and h as

(Φq)i = gqi + hqi (2.A.17a)

(Ψq)i = gqi − hqi . (2.A.17b)

One fermion energies ωq are obtained from the eigenvalues of a N ×N matrix

(A+B)(A−B)Φq = ω2
qΦq (2.A.18a)

Ψq(A+B)(A−B) = ω2
qΨq. (2.A.18b)

For ωq �= 0, either (2.A.18a) or (2.A.18b) is solved for Φq or Ψq and the other vector
is obtained from (2.A.17a) or (2.A.17b). For ωq = 0 these vectors are determined
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by (2.A.18a), (2.A.18b) or more simply by (2.A.17a), (2.A.17b), their relative sign
being arbitrary.

The achievement of the method is obvious. The problem of diagonalising a
2N × 2N matrix has been reduced to the eigenvalue problem of a N × N matrix
[77, 245]. Even when the eigenvalues of M = (A+B)(A−B) = (A−B)(A+B)T

cannot be found analytically, numerical studies can be made for large systems, for
example, in one dimensional nearest-neighbour model with random transverse field
(see Sect. 5.3). The price to pay is that one only obtains the one particle energies
directly. Multiparticle states have to be built up by linear superposition of the one
particle ones. Since A is symmetric and B is antisymmetric both (A − B)(A + B)

and (A + B)(A − B) are symmetric and at least positive semi-definite. Thus all
the λq ’s are real and all the Φq ’s and Ψq ’s can be chosen to be real as well as or-
thogonal. If Φq ’s are normalised, Ψq ’s are automatically normalised. To evaluate
the constant in (2.A.11) we use the trace invariance of the Hamiltonian under the
canonical transformation to the variables η. From (2.A.10)

TrH = 2N−1
∑

i

Aii .

Again

TrH = 2N−1
∑

q

ωq + 2N × const,

from (2.A.11). The constant is thus

1

2

[∑

i

Aii −
∑

q

ωq

]
. (2.A.19)

The complete diagonalised form of the Hamiltonian (2.A.10) is therefore written as

H =
∑

q

ωqη
†
qηq + 1

2

(∑

i

Aii −
∑

q

ωq

)
. (2.A.20)

We illustrate the above diagonalisation procedure using the example of the one
dimensional anisotropic XY chain in a transverse field described by the Hamiltonian
(see Sect. 10.1.2)

H = −J

2

∑

i

[
(1 + γ )Sx

i S
x
i+1 + (1 − γ )S

y
i S

y

i+1

]− Γ
∑

i

Sz
i (2.A.21)

where γ is the measure of anisotropy. γ = 0 corresponds to the isotropic XY chain
in a transverse field, γ = 1 corresponds to the transverse Ising chain. The Hamilto-
nian (2.A.21) is written in terms of Jordan-Wigner fermions as

H = −2

(
∑

i

(
c

†
i ci − 1

2

)
+ 1

2
λ

N∑

i=1

(
c

†
i ci+1 + cic

†
i+1 + γ c

†
i c

†
i + γ cici+1

)
)
,

(2.A.22)
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where λ = J/Γ . Equation (2.A.22) can be put in the general form

H =
(∑

ij

c
†
i Aij cj + 1

2

∑

ij

(
c

†
i Bij c

†
j + h.c.

))+N, (2.A.23)

where

Aii = −1, Ai i+1 = −1

2
γ λ = Ai+1 i , Bi i+1 = −1

2
γ λ, Bi+1 i = 1

2
γ λ.

(2.A.24)

The eigenvalue problem (2.A.18a), (2.A.18b) is solved considering an ansatz wave
function exp(iq · Rj ) and the excitation spectrum is given as

ωq =
√
(γ λ)2 sin2 q + (1 − λ cosq)2, (2.A.25)

so that the diagonalised form of the Hamiltonian (with
∑

i Aii = −N ) is given by

H = 2
∑

q

√
(γ λ sinq)2 + (1 − λ cosq)2η†

qηq −
∑

q

ωq (2.A.26)

which reduces to the transverse Ising Hamiltonian (2.2.18) for γ = 1.

2.A.3 Calculation of Correlation Functions

Longitudinal spin-spin correlation function is defined as

Cx
ij = 〈ψ0|Sx

i S
x
j |ψ0〉

= 〈ψ0|
(
S+
i + S−

i

)(
S+
j + S−

j

)|ψ0〉. (2.A.27)

In terms of Jordan-Wigner fermions (with j > i)

Cx
ij = 〈ψ0|

(
c

†
i + ci

)
exp

(
−iπ

j−1∑

i=0

c
†
l cl

)
(
c

†
j + cj

)|ψ0〉 (2.A.28)

where the averages are calculated over the ground state. One can now verify using
a representation in which c

†
l cl is diagonal, that

exp
[−iπc

†
l cl
]= −(c†

l − cl
)(
c

†
l + cl

)

= (c†
l + cl

)(
c

†
l − cl

)
.

Defining Al = c
†
l + cl and Bl = c

†
l − cl and noting that A2

l = 1, we have

Cx
ij = 〈ψ0|Bi(Ai+1Bi+1 · · ·Aj−1Bj−1)Aj |ψ0〉. (2.A.29)

The complicated expression can be simplified using Wick’s theorem, and following
relations

〈ψ0|AiAj |ψ0〉 = 〈ψ0|
(
δij − c

†
j ci + c

†
i cj
)|ψ0〉 = δij , (2.A.30)
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and

〈ψ0|BiBj |ψ0〉 = −δij . (2.A.31)

Only nonzero contractions are 〈AjBi〉 and 〈BiAj 〉, since 〈AiAj 〉 and 〈BiBj 〉 never
occur. Defining 〈BiAi+r 〉 = −〈Ai+rBi〉 = Gi i+r = Gr = G−r , the correlation
function is given by a determinant

Cx
i i+r = det

⎛

⎜⎜⎝

Gi i+1 Gi i+2 · · · Gi i+r

Gi+1 i+1 Gi+1 i+2 · · · Gi+1 i+r

· · · · · · · · · · · ·
Gi+r−1 i+1 Gi+r−1 i+2 · · · Gi+r−1 i+r

⎞

⎟⎟⎠

= det

⎛

⎜⎜⎝

G−1 G−2 · · · G−r

G0 G−1 · · · G−r+1
· · · · · · · · · · · ·
Gr−2 Gr−3 · · · G−1

⎞

⎟⎟⎠ (2.A.32)

which is of size r . Similarly one can evaluate the transverse correlation function
defined as

Cz
i i+r = 〈ψ0|Sz

i S
z
i+r |ψ0〉 − (mz

)2

= 〈ψ0|AiBiAi+rBi+r |ψ0〉
= (Gi iGi+r i+r −Gi i+rGi+r i )− (mz

)2
. (2.A.33)

One can now check that,

mz = 〈ψ0|Sz
i |ψ0〉

= 〈ψ0|2c†
i ci − 1|ψ0〉

= 2〈ψ0|c†
i ci |ψ0〉 − 1 = Gii = G0 (2.A.34)

so that

Cz
i i+r = −Gi i+rGi+r i . (2.A.35)

To evaluate Gi i+r we consider the inverse Fourier-Bogoliubov transformation
(see (2.2.7a), (2.2.7b) and (2.2.13)) given by

c
†
i =

√
1

N

∑

q

eiqRi
(
uqη

†
q + ivqη−q

)
(2.A.36)

so that we get

c
†
i + ci =

√
1

N

∑

q

(
eiqRi uqη

†
q + e−iqRi uqηq − ie−iqRi vqη

†
−q + ieiqRi vqη−q

)

(2.A.37a)

and
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c
†
i − ci =

√
1

N

∑

q

(
eiqRi uqη

†
q − e−iqRi uqηq + ie−iqRi vqη

†
−q + ieiqRi vqη−q

)
.

(2.A.37b)

Note that uq and vq are given by (2.2.17). In the ground state, Gr = Gi i+r =
〈ψ0|BiAi+r |ψ0〉. At a finite temperature T , Gr = Gi i+r = 〈BiAi+r 〉β , where
〈BiAj 〉β denotes an average over the canonical ensemble at temperature kBT =
1/β . Thus,

Gr(β) = 1

N

∑

q

[
e−iqr

{(
u2
q + iuqvq

)〈
η†
qηq
〉+ (v2

q − iuqvq
)〈
η−qη

†
−q

〉}

− eiqr
{(
u2
q − iuqvq

)〈
ηqη

†
q

〉+ (v2
q + iuqvq

)〈
η

†
−qη−q

〉}]
. (2.A.38)

The average fermion occupation at temperature T

〈
η†
qηq
〉
β

= 〈η†
−qη−q

〉
β

= (exp(β · 2ωq)+ 1
)−1

so that,

Gr(β) = 1

N

∑

q

eiqr
(
1 − 2u2

q + 2iuqvq
)

tanh(βωq)

N→∞→
∫ π

−π

dq

2π
eiqr
(

1 + λeiq

1 + λe−iq

)1/2

tanh(βωq). (2.A.39)

For ground state tanh(βωq/2) = 1, we have

Gr =
∫ π

−π

dq

2π
eiqr
(

1 + λeiq

1 + λe−iq

)1/2

. (2.A.40)

One can now evaluate the following values Gr for some special values of λ, e.g.,

Gr =

⎧
⎪⎨

⎪⎩

2
π

(−1)r

2r+1 for λ = 1

δr,−1 for λ = ∞
δr,0 for λ = 0

etc.
In order to evaluate the determinant (2.A.32), let us define

Dp = Gi i−1+p = Gp−1

=
∫ π

−π

dq

2π
eiq(p−1)

(
1 + λeiq

1 + λe−iq

)1/2

tanh(βωq)

=
∫ π

−π

dq

2π
eiqp

(
1 + λ

−1
e−iq

1 + λ
−1

eiq

)1/2

tanh(βωq). (2.A.41)
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In terms of this, (2.A.32) is rewritten as

Cx
i i+r = det

⎛

⎜⎜⎝

D0 D−1 · · · D−r+1
D1 D0 · · · D−r+2
· · · · · · · · · · · ·
Dr−1 Dr−2 · · · D0

⎞

⎟⎟⎠ . (2.A.42)

This Toeplitz determinant can be evaluated by using the Szegö’s theorem [393] (see
also Ref. [144]), which stated as follows. We refer to Ref. [268] for the proof.

Szegö’s Theorem Assume that D̂(eiq) and ln D̂(eiq) are continuous cyclic func-
tions of q for q ∈ [−π,π]. Let

Dp =
∫ π

−π

dq

2π
D̂
(
eiq
)
e−iqp, dp =

∫ π

−π

dq

2π
ln D̂

(
eiq
)
e−iqp.

The Toeplitz determinant

Δr = det

⎛

⎜⎜⎝

D0 D−1 · · · D−r+1
D1 D0 · · · D−r+2
· · · · · · · · · · · ·
Dr−1 Dr−2 · · · D0

⎞

⎟⎟⎠

is given by

lim
r→∞

Δr

erd0
= exp

[ ∞∑

p=1

pd−pdp

]
, (2.A.43)

whenever the sum in (2.A.43) converges.

Applying this theorem to (2.A.41) and (2.A.42), one finds that the longitudinal
correlation function behaves as Cx

i i+r ≈ Ae−r/ξ for r � 1 and the correlation length
ξ is given by

1

ξ
= −d0 = −

∫ π

−π

dq

2π

1

2
ln

(
1 + λ

−1
e−iq

1 + λ
−1

eiq

)
−
∫ π

−π

dq

2π
ln tanh(βωq)

=
{∫ π

−π
dq
2π ln coth(βωq) for λ > 1

∫ π

−π
dq
2π ln coth(βωq)− lnλ for λ < 1

. (2.A.44)

(Note that, when λ < 1, one needs additional algebras because ln D̂(eiq) is not cyclic
with respect to q . See Ref. [265].) Substituting (2.2.16) for ωq and recovering the
lattice constant a and scale of energy Γ , one can write (2.A.44) as

1

ξ
=
⎧
⎨

⎩

∫ π/a

0
dq
π

ln cothβΓ
√

1 + 2λ cosqa + λ
2

for λ > 1
∫ π/a

0
dq
π

ln cothβΓ
√

1 + 2λ cosqa + λ
2 − 1

a
lnλ for λ < 1

. (2.A.45)
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Let us now define Δ = |1 − λ|/2Γ a2 and c = 2Γ a. By making a → 0 with fixing
β , Δ and c, and defining a new variable of integral y = βcq , we reach an expression
for the continuous limit [338]

1

ξ
= 1

βc
f
(
βΔc2), (2.A.46)

where

f (x) =
⎧
⎨

⎩

∫∞
0

dy
π

ln coth
√

y2+x2

2 for x > 0
∫∞

0
dy
π

ln coth
√

y2+x2

2 − x for x < 0
. (2.A.47)

One can easily show that the function f (x) is not only continuous but also smooth
at x = 0. This fact shows that the transverse Ising chain has no singularity at finite
temperatures. In special cases, f (x) takes following forms:

f (x) =

⎧
⎪⎪⎨

⎪⎪⎩

√
2x
π
e−x (x → ∞)

π
4 (x = 0)

−x + √
2|x|πe−|s| (x → −∞)

. (2.A.48)

Substituting this in (2.A.46) and recovering the original parameters, one obtains

1

ξ
=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1
a

√
T
π
(λ− 1)e−2(λ−1)/T (λ > 1, T → 0)

π
4

T
2a (λ = 1)

1−λ
a

+ 1
a

√
T
π
(1 − λ)e−2(1−λ)/T (λ < 1, T → 0)

. (2.A.49)

At the zero temperature, one finds ξ = a/(1 − λ) for λ < 1, so that the exponent ν
turns out to be 1.

The result (2.A.49) implies that the low temperature phase of the transverse
Ising chain is divided into three phases by crossover lines T ≈ |λ − 1|. We show
a schematic phase diagram in Fig. 2.10.



Chapter 3
Transverse Ising System in Higher Dimensions
(Pure Systems)

3.1 Mapping to the Effective Classical Hamiltonian:
Suzuki-Trotter Formalism

In this section, we shall discuss the Suzuki-Trotter formalism, to derive the clas-
sical analogue of a quantum mechanical model and apply it to the case of pure
transverse Ising model. Elliott et al. [126] numerically established, from series stud-
ies, the equivalence of the ground state singularities of a d-dimensional transverse
Ising model to those of the (d + 1)-dimensional classical Ising model. Later, Suzuki
[385, 386] (see also [387]), using a generalised version of Trotter formula [403], an-
alytically established that the ground state of a d-dimensional quantum spin system
is equivalent to a certain (d +1)-dimensional classical Ising model with many-body
interactions: the exponents associated with the ground state phase transition of the
quantum system are the same as the exponents of thermal phase transition in the
equivalent (d + 1)-dimensional classical model, and for d > 3 the exponents of the
quantum transition assume the mean field values of the exponents of the classical
model. The interaction in the classical system is finite-ranged if the original quan-
tum system has finite-range interaction.

The above equivalence can be analytically proved, as mentioned earlier, using
the generalised form of Trotter formula [403], which can be written as

exp[Â1 + Â2] = lim
M→∞

(
exp(Â1/M) exp(Â2/M)

)M (3.1.1)

where Â1 and Â2 are quantum mechanical bounded operators not commuting with
each other.

One can now employ the above mentioned formalism to the example of one
dimensional Ising model in a transverse field. Let us start from the nearest-neighbour
interacting Hamiltonian (with periodic boundary condition)

H = −J

N∑

j=1

Sz
jS

z
j+1 − Γ

N∑

j=1

Sx
j ; Sz

N+1 = Sz
1. (3.1.2)

S. Suzuki et al., Quantum Ising Phases and Transitions in Transverse Ising Models,
Lecture Notes in Physics 862, DOI 10.1007/978-3-642-33039-1_3,
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The partition function of the above quantum Hamiltonian can be written as

Z = Tr e−βH = Tr exp

[
N∑

j=1

(
KSz

jS
z
j+1 + γ Sx

j

)
]
; β = 1/kBT , (3.1.3)

where K = Jβ , γ = Γβ . Using Trotter representation (3.1.1), and using the com-
plete set of eigenvectors of the operator, one can transform the partition function of
the quantum Hamiltonian as

Z = lim
M→∞AMN Tr exp

[
N∑

j=1

M∑

k=1

(
K

M
Sj,kSj+1,k +KMSj,kSj,k+1

)]
, (3.1.4)

where A = [(1/2) sinh(2γ /M)]1/2 and KM = (1/2) ln coth(γ /M). In deriving
Eq. (3.1.4), one uses the relation

〈S|eγ Sx ∣∣S′〉= [(1/2) sinh 2γ
]1/2 exp

[
(1/2)(ln cothγ )SS′], (3.1.5)

where |S〉, |S′〉 are eigenstates of operator Sz (see Sect. 3.A.1). Equation (3.1.4)
clearly indicates that by using the Trotter representation of exponential operators,
one can transform the spin-1/2 transverse Ising chain to a classical Ising model on
a M × N square lattice, with M → ∞, having anisotropic coupling in the space
and Trotter direction. In the limit M → ∞, the strength of interaction in the Trotter
direction, KM , diverges logarithmically whereas the strength in the spatial direction,
(K/M), vanishes except when β = ∞ (T = 0). Hence, the correspondence between
the quantum and the equivalent classical model strictly holds in the T → 0 limit. It
may be noted that the above example of equivalence of the quantum Hamiltonian
(3.1.3) to an effective (classical) Hamiltonian

Heff = −
N∑

j=1

M∑

k=1

[
K

M
Sj,kSj+1,k +KMSj,kSj,k+1

]
, (3.1.6)

in the sense that Z = Tr exp(−βHeff) is identical to that of H , is not limited to one
dimension. It is valid in general and gives for

H = −
∑

ij

Jij S
z
i S

z
j − Γ

∑

i

Sx
i (3.1.7)

the effective Hamiltonian

Heff(M) = −
M∑

k=1

[
K

M

∑

ij

Si,kSj,k +KM

∑

i

Si,kSi,k+1

]
, (3.1.8)

where KM = (1/2) ln[coth(Γ/MkBT )]. One should also mention here, that start-
ing from the classical model one can (reversely) arrive at the equivalent (low-
dimensional) quantum model as well [349] (see Sect. 3.A.2).
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3.2 The Quantum Monte Carlo Method

In the previous section, we have seen that the Trotter expansion formula (3.1.1) en-
ables to transform a d-dimensional quantum spin system into the effective (d + 1)-
dimensional classical system. In particular, the finite temperature thermodynamics
of a d-dimensional transverse Ising Hamiltonian (3.1.7) can be obtained using the
effective classical Ising Hamiltonian given by Eq. (3.1.8). Using now the standard
Monte Carlo techniques [241] for the classical spin system, one can obtain physical
quantities and study the transitions in such systems [290, 421].

As in the usual Monte Carlo method, one scans through the lattice sequentially
and at each site, the possible change in energy ΔE (coming from the neighbouring
spin configuration) for the flip of the spin state at the central site is calculated and
flipped with the normalised probability (say, e−ΔE/kBT /(1 + e−ΔE/kBT ) which en-
sures Boltzmann distribution in equilibrium. With the Suzuki-Trotter Hamiltonian
(3.1.8), the interaction in d-dimension (spatial) remains the same (K , normalised
by the Trotter index M) as in the original quantum system, while in the Trotter di-
rection it becomes non-trivially different (KM depends on M and temperature) and
anisotropic. The singularities of this interaction (KM ) cause practical problem for
simulation, especially at very low temperatures. In fact, for the same reason, al-
though one should have taken the limit of Trotter size M → ∞, one has to consider
the above mentioned problems of anisotropy and optimal choice of M for the best
result. In exactly solved cases (e.g., in one dimension) one can find some optimal
choice for the Trotter size M (dependent on temperature), by comparing the result
and looking for the best numerical agreement [421]. In other cases, the optimality
can be chosen by comparing the result in some limiting cases (e.g., the classical
limit) and the anisotropy is kept at minimum. Practically, these considerations give
M ∼ O(10) [290, 421].

The quantum Monte Carlo results for the susceptibility, ground state energy,
transverse susceptibility and the transverse magnetisation of the transverse Ising
chain (with Trotter dimension M = 4,8,12 at Γ/J = 0.5) are shown in Figs. 3.1
and 3.2 [290]. Here the results are also compared with the exact analytical results.
For M � 12, the Monte Carlo results are in good agreement with the analytical
results in the high temperature region. The results also indicate a (non-vanishing)
Γc for order-disorder transition at T = 0. Similar results for two and three dimen-
sional transverse Ising model (on hypercubic lattices) are shown in the Figs. 3.3, 3.4,
where M = 12 is used [290]. The variation of specific heat (C) and the longitudinal
susceptibility (χ ) for the transverse Ising model on a square lattice at Γ/J = 1.0
is shown in the Fig. 3.2. Here, the lattice size is 24 × 24 and M = 12. From the
position of the susceptibility peak, one estimates [290] kBTc(Γ = J ) � 2.2J (com-
pared to kBTc(Γ = 0) = 2.269185J ). The average magnetisation 〈Sz〉 and 〈Sx〉 for
the same lattices, plotted as a function of transverse field, are shown the Fig. 3.4.
The expected and compiled phase diagram of the of transverse Ising Hamiltonian
on hypercubic lattices (in d = 2,3), obtained from the Monte Carlo studies [290],
are shown in the Fig. 3.5. These results agree well with the results obtained from
series study [126], except in the low temperature region.
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Fig. 3.1 The energy E and
specific heat C = (∂E/∂T )

for transverse Ising chain.
The cross, solid circles and
open circles denote MC data
for M = 4, 8, 12 respectively,
at (Γ/J = 0.5). Solid lines
denote the exact results [290]

Fig. 3.2 Transverse
magnetisation 〈Sx〉 and the
transverse susceptibility
χ ′(= ∂〈Sx〉/∂Γ ) for the
transverse Ising chain [290]

3.2.1 Infinite M Method

The quantum Monte Carlo method has undergone considerable developments so
far [222]. In particular, the infinite M method with the aid of cluster updates [292]
is worth noting its significance, since it enables to make the Trotter number M

infinity (strictly speaking, the largest number allowed by the computer language)
with temperature T and transverse field Γ remaining finite. To introduce the infi-
nite M method, we start from the cluster update method proposed by Swendsen and
Wang [391].

Let us consider a pure one-dimensional Ising ferromagnet with coupling con-
stant J . Suppose that we have a spin configuration (S1, S2, . . .) denoted symboli-
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Fig. 3.3 MC data for specific
heat C (open circles) and
longitudinal susceptibility χ

(solid circles) for 2-d
ferromagnetic transverse
Ising model. Solid lines are
guide to the eye [290]

Fig. 3.4 MC data for 〈Sz〉
and 〈Sx〉 of 2-d
ferromagnetic transverse
Ising models

cally by C. For each coupled adjoining spin pair (Si, Si+1), we define the Swendsen-
Wang (SW) bond with the probability

p =
{
p0 = 1 − e−2βJ when Si = Si+1,

0 when Si �= Si+1,
(3.2.1)

where β = 1/T . We cluster the spins connected by SW bonds. We then flip all
spins included in each cluster with the probability 1/2. This procedure yields a
new configuration C′. It is obvious that this Markov chain satisfies the ergodicity
condition since any spin configuration can be reached by a finite series of updates
from any state. The satisfaction of the detailed balance condition can be shown as
follows. Define P(C) = exp(K

∑
i SiSi+1)/Z with Z = Tr exp(K

∑
i SiSi+1). If a

spin configuration C is given, then the number of ferromagnetic bond denoted by
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Fig. 3.5 The phase
boundaries for 2 and 3
dimensional transverse Ising
model [290]. The solid and
broken lines represent series
results (see next section)

nf is also given. We here consider a configuration of SW bonds denoted by B . Note
that, once a configuration B is given, the number of SW bonds b is determined.
The probability that a configuration of SW bonds B is realised from given spin
configuration C is written as

P(B|C) = pb
0(1 − p0)

nf−b. (3.2.2)

Now we consider another spin configuration C′ such that it can generate the SW-
bond configuration B , namely,

P
(
B|C′)= pb

0(1 − p0)
n′

f−b, (3.2.3)

where n′
f is the number of ferromagnetic bonds in C′. The probabilities to have C′

and C from B are the same:

P
(
C′|B)= P(C|B). (3.2.4)

Using (3.2.2) and (3.2.3), one obtains

P(B|C)P (C)

P (B|C′)P (C′)
= (1 − p0)

nfP(C)

(1 − p0)
n′

fP(C′)
.

Since P(C) = enfβJ−(Nb−nf)βJ = e(2nf−Nb)βJ , it turns out that

P(B|C)P (C)

P (B|C′)P (C′)
= e−2nfβJ e2nfβJ

e−2n′
fβJ e2n′

fβJ
= 1,

namely,

P
(
B|C′)P

(
C′)= P(B|C)P (C). (3.2.5)

Let W(C′|C) =∑B P (C′|B)P (B|C) be the transition probability from C to C′.
Multiplying (3.2.5) by (3.2.4) and summing the resultant equality with respect to B ,
one obtains the detailed balance condition W(C|C′)P (C′) = W(C′|C)P (C).

Now we return to the (d + 1)-dimensional Ising system. We apply the above
clustering method to the chain along the Trotter direction. Let us focus on a chain
of length M along the Trotter direction. The state of M spins can be identified,
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if one knows the spin state at an edge site and the position of the domain walls
(antiferromagnetic bonds). As we shall show below, the average number of domain
walls remains to be a finite number given by βΓ when M → ∞. Therefore one
can represent the spin state of the infinite (M → ∞) chain in terms of one sign and
βΓ rational numbers in between 0 and 1, corresponding to the state of an edge spin
and the position of domain walls respectively. This is an essence of the infinite M

method. In practice, it is convenient to choose M = 232 for the 4 byte representation
of the integer and use integers ranging from 0 to 232 − 1 to indicate the position of
domain walls.

The updating procedure in the infinite M method is described as follows. We
suppose that a domain wall configuration and the spin state at an edge is given.
A trial configuration of domain walls is generated by creating domain walls with
probability 1 − p0 = e−2βJ at each position i (0 ≤ i ≤ M − 1) of the bonds. Sub-
stituting βJ = KM = (1/2) ln[coth(βΓ/M)], this probability reads as 1 − p0 =
tanh(βΓ/M) ≈ βΓ/M . Since βΓ � M , the creation of domain walls is the Poisson
process. The average number of created domain walls is given by (1−p0)M → βΓ

(M → ∞). Hence one may generate a trial configuration by a Poisson process with
mean βΓ . If the position of a generated domain wall happens to coincides with the
position of that of the original configuration, we remove the old one at this posi-
tion. Having obtained a trial configuration, we flip the sign of each cluster between
domain walls according to the molecular field from the coupled chains using the
Metropolis method. After updating the cluster states, the domain walls between the
clusters with the same sign are removed. Thus the update of a chain along the Trotter
direction at a real-space site is completed.

The infinite M method presented here has two advantages. At first, the error
of Suzuki-Trotter decomposition with finite M is removed. Since we are making
M � 1 with βΓ being finite, reliable results at finite T should be obtained. The
second is on the singularity of KM with M → ∞. The cluster update method en-
ables to avoid the unphysical slowing down [421] coming from the logarithmic di-
vergence of KM . We note that the physical dynamics intrinsic in the original sys-
tem is preserved [292] because the cluster update method is not applied in the real
space. Therefore the intrinsic dynamics of a system can be simulated by the present
method.

So far, the infinite M quantum Monte Carlo method has been applied to the
transverse Ising model in two dimension [292], frustrated transverse Ising models
in checkerboard lattice [197, 198], the transverse Ising spin glass in two dimension
[283], and so on. The range of application of the present method covers any kind
of transverse Ising systems. In addition, the sign problem of the quantum Monte
Carlo method does not appear as far as transverse Ising systems are concerned.
The present method should be useful in the study of a variety of transverse Ising
systems.
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3.3 Discretised Path Integral Technique for a Transverse Ising
System

In the path integral approach [358, 384], one can study the transverse Ising sys-
tem in any dimension with arbitrary number of nearest neighbours. The effective
Hamiltonian (3.1.8), obtained after the Suzuki-Trotter transformation, is written as

βHeff = βH0 + βV, (3.3.1)

where

−βH0 =
M∑

k=1

N∑

i=1

KMSi,kSi,k+1, (3.3.2)

and

−βV =
M∑

k=1

N∑

i,j=1

K

M
Si,kSj,k, (3.3.3)

with KM = (1/2) ln[coth(βΓ/M)]. Here k is the Trotter index and M is the Trotter
dimension. We have neglected the constant c, where

c = [(1/2) sinh(2βΓ/M)
]NM/2

. (3.3.4)

Treating the spins as M-component vector spins with components

Sk
j = (±1,±1, . . . ,±1) (3.3.5)

where k = 1,2, . . . ,M , one can write the parts of the effective Hamiltonian (3.3.1)
as

−βH0 =
∑

i

Si · a · Si (3.3.6)

and

−βV = K

M

∑

〈ij〉
Si · Sj (3.3.7)

where the matrix ak,k′ = (1/2) ln[coth(βΓ/M)]δk,k′ .
Now the full Hamiltonian can be treated perturbatively such that the free energy

F(= lnQ; Q = Tr exp(−βHeff)) is given by

−βF = −βFo +
∑

n

1

n! (−β)nCn(V ), (3.3.8)

with Fo the free energy corresponding to the unperturbed Hamiltonian Ho such that

−Fo = lnQo (3.3.9)

with

Qo =
∑

exp(−βHo), (3.3.10)
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Table 3.1 Zero-temperature critical transverse field λc(= Γc/J )

Latticea L Sq Sc Fcc

δ0 2 4 6 12

(λc)mf 2.000 4.000 6.000 12.00

(λc)pi – 3.225b 5.291b 11.34b

(λc)series 1.00c 3.08d 5.08 ± 0.04d 10.66 ± 0.6d

aL: linear; Sq: square; Sc: Simple cubic; Fcc: Face centred cubic
bPath integral technique [384]
cExact result; see Sect. 2.2
dHigh temperature series results [125, 301]

and the cumulants are given by

C1 = 〈V 〉o; C2 = 〈V 〉2
o, (3.3.11)

etc. The above expression can be regarded as an expansion in successively higher
order of fluctuations. With classical systems, the first order term gives the mean
field estimate (Γ/Jδ0 = 1 where δ0 is the coordination number) and higher orders
constitute fluctuation corrections. The critical field where the average magnetisa-
tion vanishes, is obtained by performing calculations up to second order (following
Kirkwood’s prescription of classical spins) and is given by [384]

Γc/J = [δ0 + {δ0(δ0 − 5/2)
}1/2]

/2. (3.3.12)

Obviously, the mean field results are obtained in the infinite dimension limit
(δ0 → ∞) of the above equation. The path integral method does not give any result
for the one-dimensional Ising system (where the exact result Γ/J = 1 is available)
as the right hand side of (3.3.12) becomes imaginary (here δ0 = 2). Thus, results are
obtained only above a lower critical dimension d = 1. However, a comparison of
the results for the zero temperature critical transverse fields obtained from different
methods (mean field, series expansion and the present method) in different dimen-
sions shows that it gives better results than the mean field estimates for d ≥ 1 (see
Table 3.1). Also, like the mean field theory, estimates from the path integral method
improve at higher dimensions (see Fig. 3.6).

3.4 Infinite-Range Models

In this subsection, we shall discuss infinite-range models, where each spin interacts
with all other spins with the same strength. For such systems the mean field theory
gives exact results. We introduce the Husimi-Temperley-Curie-Weiss model and the
p-body model in a transverse field, and study thermal and quantum phase transitions
in their models.
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Fig. 3.6 The phase diagram
of transverse Ising model as
obtained from the path
integral method for different
δ0 (coordination number)
[384]; δ0 = ∞ indicates the
mean field result (see
Sect. 3.4.1)

3.4.1 Husimi-Temperley-Curie-Weiss Model in a Transverse Field

The Husimi-Temperley-Curie-Weiss model in a transverse field is written as [72,
238, 384]

H = − J

2N

∑

i,j

Sz
i S

z
j − Γ

N∑

i=1

Sx
i − h

N∑

i=1

Sz
i

= − J

2N

(∑

i

Sz
i

)2

− Γ

N∑

i=1

Sx
i − h

N∑

i=1

Sz
i , (3.4.1)

where, in the Ising model part, each spin interacts with all others including itself
[186, 398]. Note that the coupling constant includes the factor 1/N in order to en-
sure the thermodynamic limit, where N is the number of spins. In the absence of
the transverse field, the Weiss’ mean-field treatment provides exact results, so this
model is also called the Curie-Weiss model. Now, in the presence of the transverse
field, the Suzuki-Trotter transformation leads to the following partition function:

Z = lim
M→∞AMN Tr exp

[
M∑

k=1

{
βJ

2NM

(∑

i

Sz
i,k

)2

+ βh

M

N∑

i=1

Sz
i,k +KM

N∑

i=1

Si,kSi,k+1

}]
, (3.4.2)

where A = [(1/2) sinh(2βΓ/M)]1/2, KM = (1/2) ln coth(βΓ/M), and Si,k is an
Ising spin with the real-space index i and the Trotter index k. We assume the
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periodic boundary condition for k, namely Si,N+1 = Si,1. We apply the Hubbard-
Stratonovich transformation for this partition function using an identity:

1 =
√

NβJ

2πM

∫ ∞

−∞
dm exp

[
−NβJ

2M

(
m− 1

N

N∑

i=1

Si,k

)2]
, (3.4.3)

to yield

Z = lim
M→∞AMN

(
NβJ

2πM

)M/2 ∫ ∞

−∞

[
M∏

k=1

dmk

]
exp

(
−NβJ

2M

N∑

k=1

m2
k

)

× Tr exp

[
N∑

i=1

(
βJ

M

M∑

k=1

mkSi,k + βh

M

M∑

k=1

Si,k +KM

M∑

k=1

Si,kSi,k+1

)]
.

(3.4.4)

Since each real-space site is decoupled from others, the traces with respect to Si,k
and Sj,k can be performed independently. Hence one can express the trace in (3.4.4)
as the power N of a trace with respect to Ising-spin variables Sk (k = 1,2, . . . ,M)

Z = lim
M→∞AMN

(
NβJ

2πM

)M/2 ∫ ∞

−∞

[
M∏

k=1

dmk

]
exp

(
−NβJ

2M

N∑

k=1

m2
k

)

×
(

Tr exp

[
βJ

M

M∑

k=1

mkSk + βh

M

M∑

k=1

Sk +KM

M∑

k=1

SkSk+1

])N

= lim
M→∞AMN

(
NβJ

2πM

)M/2 ∫ ∞

−∞

[
M∏

k=1

dmk

]
exp

(
−NβJ

2M

N∑

k=1

m2
k

+N ln Tr exp

[
βJ

M

M∑

k=1

mkSk + βh

M

M∑

k=1

Sk +KM

M∑

k=1

SkSk+1

])
.

(3.4.5)

We evaluate the integrals of mk by the saddle-points. The saddle-point condition for
mk is given by

0 = ∂

∂mk

(
− βJ

2M

N∑

k=1

m2
k

+ ln Tr exp

[
βJ

M

M∑

k=1

mkSk + βh

M

M∑

k=1

Sk +KM

M∑

k=1

SkSk+1

])∣∣∣∣
mk=m∗

k

,

(3.4.6)

where m∗
k denotes the saddle-point solution. This equation is arranged into

m∗
k = Tr[Sk exp{βJ

M

∑M
k=1 m

∗
kSk + βh

M

∑M
k=1 Sk +KM

∑M
k=1 SkSk+1}]

Tr[exp{βJ
M

∑M
k=1 m

∗
kSk + βh

M

∑M
k=1 Sk +KM

∑M
k=1 SkSk+1}]

, (3.4.7)
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by which it turns out that m∗
k is the longitudinal magnetisation. Since the present

effective classical model is translationally invariant along the Trotter direction, the
longitudinal magnetisation should be independent of the Trotter index k. One may
thus drop the index k from m∗

k such as m∗
k = m∗. In terms of this saddle-point solu-

tion, the free energy per spin is obtained as

f = − 1

βN
lnZ = − 1

β
lim

M→∞

[
M lnA− βJ

2
m∗2

+ ln Tr exp

{
β(Jm+ h)

M

M∑

k=1

Sk +KM

M∑

k=1

SkSk+1

}]
, (3.4.8)

where note that we took the limit N → ∞ before M → ∞ and make M/N → 0.
The trance is easily computed using a transfer matrix:

T̂ =
[
eL+KM e−KM

e−KM e−L+KM

]
, (3.4.9)

as

Tr exp

{
L

M∑

k=1

Sk +KM

M∑

k=1

SkSk+1

}
= Tr

(
T̂ M
)
, (3.4.10)

where L = β(Jm∗ + h)/M . The eigenvalues of T̂ are given by

λ± = eKM coshL±
√
e2KM sinh2 L+ e−2KM , (3.4.11)

which is followed by

Aλ± = cosh

(
βΓ

M

)
coshL±

√

cosh2
(
βΓ

M

)
cosh2 L− 1

M→∞−→ 1 ± β

M

√(
Jm∗ + h

)2 + Γ 2 +O

(
1

M2

)
, (3.4.12)

and

AM Tr
(
T̂ M
)= (Aλ+)M + (Aλ−)M

M→∞−→ eβ
√

(Jm∗+h)+Γ 2 + e−β
√

(Jm∗+h)+Γ 2

= 2 cosh
(
β

√(
Jm∗ + h

)2 + Γ 2
)
. (3.4.13)

Thus the free energy per spin results in

f = Jm∗2

2
− 1

β
ln
{

2 cosh
(
β

√(
Jm∗ + h

)2 + Γ 2
)}

. (3.4.14)

The longitudinal and transverse magnetisations are obtained by differentiating f

by h and Γ , respectively, as
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Fig. 3.7 Phase diagram of the
Husimi-Temperley-Curie-Weiss
model in the transverse field
with h → +0. The paramag-
netic-ferromagnetic phase
boundary is given by
Tc = Γc/ tanh−1(Γc/J )

mz = −∂f

∂h
= Jm∗ + h√

(Jm∗ + h)2 + Γ 2
tanh

(
β

√(
Jm∗ + h

)2 + Γ 2
)
, (3.4.15)

mx = − ∂f

∂Γ
= Γ√

(Jm∗ + h)2 + Γ 2
tanh

(
β

√(
Jm∗ + h

)2 + Γ 2
)
. (3.4.16)

As mentioned above, the solution of the saddle-point equation is identical to the
longitudinal magnetisation. Hence it is obtained by solving (3.4.15) with making
mz = m∗.

Having obtained state equations (3.4.15), we move on to derive the spontaneous
magnetisation. At first, when the transverse field is absent, (3.4.15) reduces to

mz = tanh
(
β(Jmz + h)

)
. (3.4.17)

With h → +0, this equation has a non-zero solution for β > βc = 1/J . The transi-
tion temperature is found to be Tc = 1/βc = J . When the transverse field Γ is finite,
(3.4.15) with h → +0 is written as

mz = Jmz√
(Jmz)2 + Γ 2

tanh
(
β

√
(Jmz)2 + Γ 2

)
. (3.4.18)

Therefore the ferromagnetic solution (mz �= 0) satisfies
√
m2

z + (Γ/J )2 = tanh
(
βJ

√
m2

z + (Γ/J )2
)
. (3.4.19)

The ferromagnetic-paramagnetic phase boundary is determined by making mz = 0
in this equation:

Γc/J = tanh(βcΓc), (3.4.20)

which yields

Tc = 1/βc = Γc/ tanh−1(Γc/J ). (3.4.21)

For T < Tc and Γ < Γc the paramagnetic solution gives a local maximum of f

and the ferromagnetic solution is selected as a stable solution. We show the phase
diagram in Fig. 3.7. Γc = J and Tc = 0 provides a quantum phase transition point.
The spontaneous magnetisation at zero temperature is obtained from (3.4.19) by
making β = ∞ to yield mz = √1 − (Γ/J )2. This implies a continuous quantum
phase transition at Γ = J .
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3.4.2 Fully Connected p-Body Model in a Transverse Field

We consider the Hamiltonian [205]

H = − 1

Np−1

N∑

i1,...,ip=1

Sz
i1

· · ·Sz
ip

− Γ
∑

i

Sz
i , (3.4.22)

where N is the number of spins in the whole system and p denotes the number of
coupled spins. Such models with the p-spin interaction are originally discussed in
the context of the spin-glass theory [103, 275]. Let us write the longitudinal and
transverse magnetisations as

mz

(
Sz
)= 1

N

∑

i

Sz
i , mx(Sx) = 1

N

∑

i

Sx
i . (3.4.23)

The Hamiltonian (3.4.22) is written in terms of magnetisations as

H = −N
{(
mz

(
Sz
))p + Γmx

(
Sx
)}
. (3.4.24)

If p is an even number, then the ground state of the system with Γ = 0 is the state
where all spins are completely aligned up or down. On the other hand, if p is an odd
number and Γ = 0, one has the unique ground state where all spins are up. When
p is odd, the classical Hamiltonian with Γ = 0 is quite simplified in the limit of
p → ∞. In such a case, only two states have non-zero energy: The state with only
up spins (mz(S

z) = 1) has an energy E = −N , while the state with only down spins
(mz(S

z) = −1) has E = N . The energy of all other states vanishes. The partition
function of this system is given by

ZΓ=0 = 2N − 2 + e−βN + eβN , (3.4.25)

which for N � 1 reduces to

ZΓ=0 ≈ eβN
(
1 + eN(ln 2−β)

)
, (3.4.26)

where β = 1/T is the inverse of the temperature. The free energy per spin is then
obtained as

fΓ=0 = − T

N
lnZ ≈ −1 − T

N
ln
(
1 + eN(ln 2−β)

)
. (3.4.27)

In the thermodynamic limit one finds

fΓ=0
N→∞−→

{−1 (β > ln 2)

−T ln 2 (β < ln 2)
. (3.4.28)

It turns out that a discontinuous phase transition takes place at Tc = 1/ ln 2, which
separates the high temperature paramagnetic phase (PM) and the low temperature
ferromagnetic phase (FM).

We next consider the other limit, namely, Γ → ∞. In this case, the classical
Hamiltonian is negligible, compared to the transverse-field term, and the quantum
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Fig. 3.8 Phase diagram of
the fully connected p-body
ferromagnetic model in the
transverse field. The
paramagnetic-ferromagnetic
phase boundary is given by

Γc = Tc arccosh e1/Tc

2

fluctuation stabilises the (quantum) paramagnetic state. The partition function is
then given by

ZΓ→∞ = (eβΓ + e−βΓ
)N = 2N coshN βΓ, (3.4.29)

which leads to the free energy per spin,

fΓ→∞ = −T ln 2 − T ln coshβΓ. (3.4.30)

Properties in the intermediate case where Γ is finite are described as follows. For
T > 1/ ln 2, one can expect that the paramagnetic phase extends from Γ = 0 to ∞.
In this high temperature region, the free energy at Γ = 0 is given by (3.4.28), f =
−T ln 2. This implies that zero-energy paramagnetic states are crucial and non-zero-
energy states are negligible. Hence the matrix elements of the classical Hamiltonian
with respect to quantum paramagnetic states (i.e., eigenstates of the transverse-field
term) vanishes, and consequently the free energy (3.4.30) is valid for whole region
of Γ . Now in the low temperature case with T < 1/ ln 2, two distinct phases, the
quantum paramagnetic phase and the ferromagnetic phase, might exist. As we see
below, the free energy of the quantum paramagnetic phase is given by (3.4.30),
and that of the ferromagnetic phase is by f = −1 from (3.4.28) irrespective of Γ .
The transition between these two phases is discontinuous and the phase boundary is
determined by equating two free energies:

−1 = −T ln 2 − T ln coshβΓ, (3.4.31)

from which one obtains

Γc = Tc arccosh
e1/Tc

2
. (3.4.32)

In particular, the quantum critical point is found to be Γc = 1. We show the phase
diagram in Fig. 3.8.

To corroborate above argument, we introduce the Suzuki-Trotter transformation.
The partition function obtained from the Hamiltonian (3.4.22) is written as

Z = lim
M→∞AMN Tr exp

[
βJ

MNp−1

M∑

k=1

(
N∑

k=1

Si,k

)p

+KM

M∑

k=1

N∑

i=1

Si,kSi,k+1

]
,

(3.4.33)
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where A = [(1/2) sinh(2βΓ/M)]1/2, KM = (1/2) ln coth(βΓ/M), and Si,k is an
Ising spin. i labels the real-space site and k is the Trotter index. We assume the
periodic boundary condition, Si,M+1 = Si,1, in the Trotter direction.

To linearise the interaction terms, we make use of a formula on the delta function
and the Lagrange multiplier:

f (x) =
∫ ∞

−∞
dmδ(m− x)f (m)

≈
∫ ∞

−∞
dmdλ exp

[
−N

M
λ(m− x)

]
f (m), (3.4.34)

where we note that the delta function is recovered from the right hand side by ap-
plication of the saddle point method to the integral by λ with N → ∞. Applying
(3.4.34) with x = (1/N)

∑
i Si,k and f (x) = exp[βJNxp/M] to (3.4.33), one ob-

tains

Z = lim
M→∞AMN

∫ ∞

−∞

[
M∏

k=1

dmk dλk

]
exp

(
βJN

M

M∑

k=1

m
p
k

)

× Tr exp

[
−N

M

M∑

k=1

λk

(
mk − 1

N

N∑

i=1

Si,k

)
+KM

M∑

k=1

N∑

i=1

Si,kSi,k+1

]

= lim
M→∞AMN

∫ ∞

−∞

[
M∏

k=1

dmk dλk

]
exp

(
−N

M

M∑

k=1

(
λkmk − βJm

p
k

)
)

× exp

[
N ln Tr exp

(
1

M

M∑

k=1

λkSk +KM

M∑

k=1

SkSk+1

)]
, (3.4.35)

where we remark that the trace with respect to all spins is replaced by N th power of
the trace with respect to a single spin and hence the site index of the spin variable
was dropped in the last line. Now the saddle-point condition for mk yields

λk = pβJm
∗p−1
k , (3.4.36)

where m∗
k denotes the solution of the saddle-point equation. Note that m∗

k is a func-
tion of λk . Due to the saddle-point method for the integrals by mk , we obtain

Z = lim
M→∞AMN

∫ ∞

−∞

[
M∏

k=1

dλk

]
exp

[
−N

(p − 1)βJ

M

M∑

k=1

(
− λk

pβJ

)p/(p−1)
]

× exp

[
N ln Tr exp

(
1

M

M∑

k=1

λkSk +KM

M∑

k=1

SkSk+1

)]
. (3.4.37)

We furthermore apply the saddle-point approximation for the integrals by λk . The
saddle-point condition is given by
(

λ∗
k

pβJ

)1/(p−1)

= Tr{Sk exp( 1
M

∑M
k=1 λ

∗
kSk +KM

∑M
k=1 SkSk+1)}

Tr{exp( 1
M

∑M
k=1 λ

∗
kSk +KM

∑M
k=1 SkSk+1)}

, (3.4.38)
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which with (3.4.36) is rewritten as

m∗∗
k = Tr{Sk exp( 1

M

∑M
k=1 λ

∗
kSk +KM

∑M
k=1 SkSk+1)}

Tr{exp( 1
M

∑M
k=1 λ

∗
kSk +KM

∑M
k=1 SkSk+1)}

, (3.4.39)

where m∗∗
k is the solution of Eqs. (3.4.36) and (3.4.39). Equation (3.4.39) implies

that m∗∗
k is the longitudinal magnetisation. Since the present system is uniform along

the Trotter direction, m∗∗
k must be independent of the imaginary-time index k. Hence

we may write m∗∗
k = m∗∗ and λ∗

k = λ∗. With this consideration, the trace is com-
puted as

AM Tr exp

(
λ∗

M

M∑

k=1

Sk +KM

M∑

k=1

SkSk+1

)
M→∞−→ 2 cosh

(
β

√(
λ∗/β

)2 + Γ 2
)

= 2 cosh
(
β

√(
pJm∗∗p−1

)2 + Γ 2
)
, (3.4.40)

so that (3.4.39) reduces to

m∗∗ = tanh(β
√
(pJm∗∗p−1)2 + Γ 2)√

(pJm∗∗p−1)2 + Γ 2
pm∗∗p−1. (3.4.41)

The free energy per spin is obtained using the saddle-point solution as

f = − 1

β

1

N
lnZ

M→∞−→ (p − 1)Jm∗∗p − 1

β
ln 2 cosh

(
β

√(
pJm∗∗p−1

)2 + Γ 2
)
.

(3.4.42)

Taking p → ∞, (3.4.41) has only the two solutions, m∗∗ = 0 and m∗∗ = 1, corre-
sponding to the paramagnetic magnetisation and the ferromagnetic one respectively.
The free energy is given by f = −(1/β) ln 2 cosh(βΓ ) for the paramagnetic phase
and f = −1 for the ferromagnetic phase. The phase boundary is determined by the
crossing point of these free energies. The result reproduces (3.4.32).

3.5 Scaling Properties Close to the Critical Point

The scaling properties of a system close to a quantum phase transition point can
be derived considering the linearised renormalisation group (see the next section)
equations near the unstable fixed point governing the transition. The set of expo-
nents associated with the unstable fixed point determines the universality class of
the system. Let us consider the transverse Ising Hamiltonian,

H = −J
∑

〈ij〉
Sz
i S

z
j − Γ

∑

i

Sx
i − h

∑

i

Sz
i (3.5.1)

where 〈ij 〉 denotes nearest neighbour interaction and h is an external longitudinal
magnetic field. The schematic phase diagram (in the case when h = 0) as obtained
from the renormalisation group study is shown in the Fig. 3.9 (cf. [208]). For the
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Fig. 3.9 Fixed points and
renormalisation group flow in
the transverse Ising model

zero-temperature transition, the one-dimensional parameter space consists of two
trivial (stable) fixed points: one at λ = 0 (the pure Ising attractor, the state with long
range order in the z-direction) and at λ = ∞ (attractor of the disordered state), where
λ = Γ/J (0), J (0) = δ0J, δ0 being the number of nearest neighbours. Apart from
these two trivial fixed points, there is an unstable critical fixed point at λ = λc = 1.
This fixed point characterises the zero-temperature phase transition from the state of
nonzero order parameter (〈Sz〉 = 0) to the state with vanishing order parameter. At
this critical point, the correlation length (as well as the relaxation time) diverges and
associated with this unstable fixed point we have a set of critical exponents which
determines the universality class of the quantum phase transition. Let us now study
how the parameters (J,Γ,h) of the Hamiltonian (3.5.1) scale under a length scale
transformation by a factor b in the proximity of the unstable fixed point λc [82]. Let
us denote the distance Δλ of a particular point (λ) in the one-dimensional parameter
space from the critical point λc by Δλ = (λ− λc)/λc.

Let us consider a scale transformation by a factor b

Δλ′ = bpΔλ, J ′ = b−qJ, Γ ′ = b−qΓ, h′ = brh, (3.5.2)

where p,q, r are scaling exponents and the prime refers to the renormalised quan-
tities. Since (Γ/J )′ = (Γ/J ) at the fixed point, Γ and J scales in identical fash-
ion. The singular part of ground state energy density has the scaling form E =
Jf (Δλ,h/J ), where f (x, y) is the scaling function. The renormalised form of the
ground state energy density and the correlation length can be written as

E′ = J ′f
(
Δλ′, h′/J ′)= bdE, ξ ′ = b−1ξ(Δλ,h/J ) = ξ

(
Δλ′, h′/J ′),

(3.5.3)

where the lattice dimensionality d enters the energy density as the density of the de-
grees of freedom scales with the same exponent. Using the scaling relations (3.5.2),
we get

E(Δλ,h/J )/J = b−(d+q)f
(
bpΔλ,b(r+q)(h/J )

)
, (3.5.4a)

ξ(Δλ,h/J ) = bξ
(
bpΔλ,b(r+q)(h/J )

)
. (3.5.4b)

As the choice of scaling factor is arbitrary, we set bpΔλ = 1, which gives

E(Δλ,h/J )/J = (Δλ)(d+q)/pf
(
1, (h/J )/(Δλ)(r+q)/p

)
, (3.5.5a)

ξ(Δλ,h/J ) = (Δλ)−(1/p)ξ
(
1, (h/J )/(Δλ)(r+q)/p

)
. (3.5.5b)

Writing ξ(h = 0) ∼ (Δλ)−ν for the growth of correlation length near the critical
point λc and E(h = 0) ∼ (Δλ)ε for the ground state energy density variation with λ

(near λc), we get

ν = 1/p and ε = ν(d + q). (3.5.6)
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Writing for the singular part of ground state energy variation as (Δλ)2−α (express-
ing the critical variation of the analogue of specific heat, which comes as the second
derivative in energy, in thermal phase transition as (Δλ)−α), we arrive at the hyper-
scaling relation

2 − α = ν(d + q). (3.5.7)

Defining magnetisation

m = −(∂E/∂h)h=0 ∼ (Δλ)β (3.5.8)

and the susceptibility

χ = −(∂2E/∂h2)
h=0 ∼ (Δλ)−γ , (3.5.9)

where β and γ denote order parameter and susceptibility exponents respectively,
one gets (from (3.5.5a))

β = ν(d − r), γ = ν(2r + q − d). (3.5.10)

This leads to the scaling relation

α + 2β + γ = 2. (3.5.11)

Defining m ∼ h1/δ at λ = λc, one can get the relation

δ = (β + γ )/β. (3.5.12)

This is because, one gets E ∼ h(d+q)/(r+q) from (3.5.4a) when one sets hbr+q = 1.
This gives δ = (r + q)/(d − r) = (β + γ )/β .

It may be noted that in quantum transitions, the scaling of energy and time be-
comes interdependent through the uncertainty relation. If the typical time τ scales
as τ ′ = bzτ , where z is the dynamic exponent, dose to the zero temperature tran-
sition point λc, then expressing the critical fluctuations in J and τ as ΔJ and Δτ

respectively, we get

ΔJ ′Δτ ′ = bz−qΔJΔτ ≥ �, (3.5.13)

where � is the Planck’s constant. This gives q = z and consequently the hyper-
scaling relation (3.5.7) can be written as

2 − α = ν(d + z). (3.5.14)

This hyper-scaling relation suggests that for quantum transitions (at zero tempera-
ture) the scaling relations for the exponents become classical-like, when the dimen-
sion d is replaced by the effective dimension deff = d + z, where z is the dynamic
exponent. This shift in effective dimension has already been discussed above. In
fact, in pure transverse Ising system (in any dimension) time (or energy) scales lin-
early with length [173, 438], giving z = 1. This suggests that the zero-temperature
transition (critical) behaviour of a pure d-dimensional quantum system is equiva-
lent to that of a (d + 1)-dimensional classical pure system. It may also be noted
here that dynamic exponent z is different from unity for quantum glass transitions
(see Chap. 6) and the effective correspondence with the classical system, if any, is
expected to be different.
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3.6 Real-Space and Field-Theoretic Renormalisation Group

3.6.1 Real-Space Renormalisation Group

As mentioned in Sect. 2.4, for (pure) transverse Ising chain, one can apply the real-
space renormalisation group (RSRG) technique to estimate the value of the critical
point and exponents for the zero-temperature (quantum) transitions. Here, as dis-
cussed in Sect. 2.4, one writes the recursion relation of various quantities like the
energy gap Δn(λ) (difference between the ground state and first excited state energy
E1,n(λ,h = 0) −E0,n(λ,h = 0), where h is a longitudinal magnetic field), suscep-
tibilities χn(= (∂2E0,n/∂h

2)h→0) etc., for different system sizes n, from their ex-
act or approximate solutions (diagonalisation of small sizes) and retaining only the
lowest levels. One then writes the recursion relations connecting the quantities of
different sizes, which indicate the nature of their asymptotic variations and give the
estimate of exponent values. For example

Δn/b

(
λ′,0

)= b−s/νΔn(λ), and χn/b

(
λ′,0

)= bγ/νχn(λ), (3.6.1)

where ν, s and γ denote respectively the correlation length, mass gap and suscepti-
bility exponents. Also, if we write

λ′ = Rb(n,λ), (3.6.2)

then the critical point can be estimated from the (extrapolated; b → ∞) fixed point
of the renormalisation group transformation

λ∗ = Rb

(
n,λ∗), (3.6.3)

and since the correlation length ξ diverges with Δλ(= (λ− λ∗)/λ∗) as (Δλ)−ν ,

b = ξn(λ)

ξ ′
n/b(λ

′)
=
(
λ− λ∗

λ′ − λ∗

)−ν

(3.6.4)

one gets

(∂Rb/∂b)λ
∗ ∼ b−1/ν. (3.6.5)

With various (numerical) tricks to evaluate the above quantities (Δ, χ , etc., giving
in turn R) for various finite size Ising systems in dimension d = 2 (and 3), and
utilising the above relations, various RSRG estimates of the critical point (λc) and
exponents (ν, γ , s, etc.) have been made. Using perturbative cluster renormalisa-
tion group [150, 151]; Friedman obtained λ∗ = 3.43 and ν = 0.92 for triangular
lattice, and λ∗ = 3.09 and ν = 0.72 for square lattice. Using truncated basis set
method [308], Penson et al. obtained λ∗ = 4.73, and ν = 0.95 for triangular lattice,
and λ∗ = 2.63 and ν = 1.1 for square lattice. Using clusters up to a maximum size
n = 4, dos Santos et al. [111] obtained λ∗ = 3.74 and ν = 0.93 for triangular lat-
tice, and λ∗ = 3.18 and ν = 0.66 for square lattice. One can easily see the large
scatter in the estimates of critical point and the exponents obtained using various
RSRG schemes and one may compare with the series estimate of Pfeuty et al. [313]
and Yanase [434]: λc = λ∗ = 4.77 and ν = 0.64 for triangular lattice [434], and
λ∗ = 3.04 and ν = 0.63 for square lattice [313].
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3.6.2 Field-Theoretic Renormalisation Group

Using the Hubbard-Stratonovich transformations and Gaussian functional aver-
ages [286], one can write an effective (classical) Landau-Ginzburg-Wilson (LGW)
free energy functional for the transverse Ising system [438]. Writing the Hamilto-
nian as

H = H0 + V, (3.6.6)

with

H0 = −Γ

N∑

i=1

Sx
i and V = −

∑

ij

Jij S
z
i S

z
j (3.6.7)

the partition function Z = Tr exp(−βH) can be written as

Z = 1

(2π)N/2

∫ ∞

−∞

∏

i′
dψi′ exp

[
− 1

2β

∑

i

∫ ∞

0
ψ2
i (τ ) dτ

]
Z(ψ) (3.6.8)

with

Z(ψ) = Tr

[
exp(−βH0)P exp

(
1

β

∫ β

0

∑

ij

ψi(τ )Aij S
z
j (τ ) dτ

)]
, (3.6.9)

where P is the time (τ ) ordering operator, (A2)ij = βJij and Sz(τ ) is in the in-
teraction representation. Expanding the exponential, evaluating the traces and rear-
ranging the terms after Fourier transformations, the partition function can be written
as

Z ∼
∫ ∞

−∞
∂Sq,m exp

(−βHeff(Sq,m)
)
, (3.6.10)

where

Heff(Sq,m)

=
∑

m1

∑

m2

∫

q1

∫

q2

u(2)(q1,q2,m1,m2)Sq1,m1Sq2,m2δ(q1 + q2)δm1,m2 +O
(
S4)

=
∑

m

∫

q
u(2)(q,m)Sq,mS−q,−m +O

(
S4), (3.6.11)

with

u(2)(q,m) = rm + q2 +O
(
q4), (3.6.12a)

rm = 1

δa2

(
1

G(ωm)

)
− J (0), (3.6.12b)

J (q) = J (0)− δ0a
2q2 +O

(
q4). (3.6.12c)
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Here, the integer m labels the Matsubara frequencies ωm = 2πm/β , and a denotes
the lattice constant, δ0 is the number of nearest neighbours and G(ωm) the “unper-
turbed” propagator (for H0) given by,

G(ωm) = 4Γ tanhβΓ

(2Γ )2 − (iωm)2
. (3.6.13)

The remaining terms in (3.6.11) are related to higher order time ordered cumulant
averages or semi-invariants [379]. It can be shown that the next higher order term
in (3.6.11) containing u(4) is proportional to the temperature T as T → 0, and other
higher order terms containing u(2n), n > 2, are of the order T n−1 in the same T → 0
limit. One can now identify the effect of (quantum) non-commuting operators in the
effective LGW Hamiltonian (3.6.10) at finite Matsubara frequencies ωm as well as
at ωm = 0. At T > 0, the Matsubara frequencies being discontinuous, and the criti-
cal interval rm being determined by the first one (r0) becoming critical (and others
becoming irrelevant due to renormalisation), the effective u(2) in (3.6.12a) becomes
the same as that of classical Ising system (u(2) = r0 + q2). The finite temperature
critical behaviour is therefore the same as that of a classical Ising system in the same
dimension (although the critical temperature is affected by the transverse field). At
T = 0, however the LGW Hamiltonian (3.6.10) has a different character, and the
critical behaviour is affected non-trivially. Here (for T = 0), the Matsubara frequen-
cies become continuous and the sum over m in (3.6.11) is replaced by an integral
over ω, giving the quadratic term in Heff as

Heff =
∫

q

∫

ω

(
r + q2 + αω2)Sq,ωS−q,ω, (3.6.14)

where α = (4πδ0a
2)−1 and r = (δ0a

2)−1(Γ0 − J (0)). This is of the same form as
that of a classical Ising model with the critical temperature interval here replaced by
the critical interval (Γ − J (0)) of the transverse field, and contains an integral over
an effective dimension (coming from the Matsubara frequencies) in addition to the
d-dimensional integral over q . The critical behaviour (or the exponents) is the same
as that of a (d + 1)-dimensional (classical) Ising model (with Γ replacing T ).

Appendix 3.A

3.A.1 Effective Classical Hamiltonian of the Transverse Ising
Model

To evaluate the effective classical Hamiltonian, let us start from the quantum Hamil-
tonian describing a transverse Ising model on a d-dimensional lattice

H = H0 + V = −Γ
∑

i

Sx
i −

∑

ij

Jij S
z
i S

z
j , (3.A.1)

where Sα
i ’s are the Pauli spin operators, as mentioned earlier. The partition function

of this quantum Hamiltonian can be written as

Z = Tr exp
[−β(H0 + V )

]
. (3.A.2)
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Using the generalised Trotter formula (cf. Sect. 3.1), one can rewrite the exponential
operator in Eq. (3.A.2) as

exp
[−β(H0 + V )

]= lim
M→∞

[
exp

(−βH0

M

)
exp

(−βV

M

)]M
, (3.A.3)

which is equivalent to considering M identical replicas of the original system. The
partition function of the quantum system can readily be written (inserting set of
identity operators) in the form

Z = lim
M→∞ Tr

M∏

k=1

〈S1,k, S2,k, . . . , SN,k|

×
[

exp

(−βH0

M

)
exp

(−βV

M

)]
|S1,k+1S2,k+1, . . . , SN,k+1〉, (3.A.4)

where |Si,k〉’s are the eigenstates of the operators Sz
i . It is quite clear that by inserting

the sets of identity operators, one has effectively introduced an additional dimension
in the problem (“Trotter dimension”), which is denoted by the index k. One then
uses the following relations

M∏

k=1

〈S1,k, S2,k, . . . , SN,k| exp

(
β

M

∑

ij

Jij S
z
i S

z
j

)
|S1,k+1S2,k+1, . . . , SN,k+1〉

= exp

[
N∑

i,j=1

M∑

k=1

βJij

M
Si,kSj,k

]
, (3.A.5a)

M∏

k=1

〈S1,k, S2,k, . . . , SN,k| exp

(
βΓ

M

∑

i

Sx
i

)
|S1,k+1S2,k+1, . . . , SN,k+1〉

=
(

1

2
sinh

(
2βΓ

M

))NM/2

exp

[
1

2
ln coth

(
βΓ

M

) N∑

i=1

M∑

k=1

Si,kSi,k+1

]
.

(3.A.5b)

In deriving the relation (3.A.5b), one has to use the relation

〈S|eaSx ∣∣S′〉= [(1/2) sinh(2a)
]1/2 exp

[(
SS′/2

)
ln coth(a)

]
(3.A.6)

(where |S〉 and |S′〉 are the eigenstates of Sz), which can be easily derived writing
the exponential operator in the form

eaS
x = cosh(a)+ Sx sinh(a), (3.A.7)

which can be checked by expanding the exponential function and using (Sx)2 = 1.
One can now equate (3.A.7) with (3.A.6), putting explicitly the eigenvalues S

and S′.
Using the relations (3.A.5a), (3.A.5b), one can arrive at the final form of the

partition function of the quantum system, with the M-th Trotter approximation

Z = CNM/2 Trs exp
(−βHeff(S)

); C = 1

2
sinh

(
2βΓ

M

)
, (3.A.8)
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where

Heff(S) =
N∑

i,j=1

M∑

k=1

[
−Jij

M
Si,kSj,k − δij

2β
ln coth

(
βΓ

M

)
Si,kSi,k+1

]
. (3.A.9)

Since Si,k are classical numbers (±1), the above Hamiltonian represents a classical
Ising Hamiltonian on a (d + 1)-dimensional lattice, with anisotropic coupling in the
spatial and Trotter dimension. One must note here that, for the equivalence between
the quantum and classical Hamiltonians to hold, one must consider M → ∞ limit.
As mentioned earlier, for infinitely large M , one must also consider the β → ∞
limit, so that the zero-temperature phase transition in the d-dimensional quantum
model is equivalent to the thermal phase transition in (d+1)-dimensional equivalent
classical model.

3.A.2 Derivation of the Equivalent Quantum Hamiltonian
of a Classical Spin System

Starting from a classical spin Hamiltonian, one can also (conversely) derive the
equivalent quantum Hamiltonian in an extreme anisotropic limit [25, 231]. If one
considers a classical spin Hamiltonian on a d-dimensional lattice and T̂ denotes
the transfer matrix of the classical system, the equivalent quantum Hamiltonian is
defined as

T̂ = 1 − τH +O
(
τ 2), (3.A.10)

where τ is a strictly infinitesimal parameter (may be considered as the lattice pa-
rameter in one particular (time) direction). The Hamiltonian H corresponds to the
equivalent quantum Hamiltonian of the classical system. The free energy of the sta-
tistical mechanical system, given by the largest eigenvalue of the transfer matrix, is
now related to the ground state energy of the quantum Hamiltonian and the correla-
tion length is given by the inverse of energy gap of the quantum Hamiltonian. We
shall illustrate the above mentioned equivalence using the example of a two dimen-
sional spin-1/2 classical Ising system on a square lattice, with anisotropic coupling
strengths J1 and J2. The row to row transfer matrix of the above Hamiltonian can
be written as [349]

T̂ = T̂1T̂2T̂1, (3.A.11)

where

T̂1 = exp

[∑

i

K̃1S
x
i

]
, (3.A.12)

T̂2 = exp

[∑

i

K2S
z
i S

z
i+1

]
, (3.A.13)
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with Ki = βJi , i = 1,2 and K̃1 is given by

K̃1 = −1

2
ln(tanhK1). (3.A.14)

Clearly the operators T̂1 and T̂2 do not commute. To write the above transfer matrix
(3.A.11) in the form (3.A.10) one has to suitably define the expansion parameter T .
One sets [231] τ = K̃1, and K2 = λτ , where λ is finite. One can now neglect the
noncommutivity of the operators T̂1 and T̂2 if one considers the extreme anisotropic
limit given by

K1 → ∞ (K̃1 → 0) and K2 → 0 with λ = K2

K̃1
≡ O(1), (3.A.15)

the transfer matrix is readily written in the form (3.A.10) as τ → 0, where the equiv-
alent quantum Hamiltonian H is given by

H = −
∑

i

Sx
i − λ

∑

i

Sz
i S

z
i+1, (3.A.16)

with λ playing the role of inverse temperature. One thus obtains the transverse Ising
Hamiltonian from the classical Ising Hamiltonian in the extreme anisotropic limit.
One should note here that this equivalence is established in the extreme anisotropic
limit, τ,K2 → 0, called the “Hamiltonian” limit. The essential assumption behind
this mapping is that this anisotropy does not affect the universality class of the prob-
lem.



Chapter 4
ANNNI Model in Transverse Field

4.1 Introduction

Spatially modulated periodic structures had been observed experimentally for the
first time in magnetic and ferroelectric systems in the late fifties and early sixties.
Subsequently, it became evident that these structures originate from competing in-
teractions of magnetic and electric dipole moments and may be mimicked by mag-
netic models with regular competing interactions (frustration). The most popular
model in which the effects of regular frustration on the (classical) spin model have
been studied extensively is the axial next nearest neighbour Ising (ANNNI) model
[122, 352, 353, 435]. The classical ANNNI model is described by a system of Ising
spins with nearest neighbour interactions along all the lattice directions (x, y and z)
as well as a competing next nearest neighbour interaction in one axial (say z) direc-
tion. The regular competition or frustration here gives rise to many modulated spin
structures. Depending on the interaction and temperature, many commensurate and
incommensurate modulated phases appear in such systems, which show very rich
phase diagrams [352]. It may be mentioned that other regularly frustrated Ising mod-
els have also been constructed: e.g., the ANNNI model can be extended to include
frustration along two or more axes or there may be three or more spin interaction
terms. Also, one can construct frustrated Ising models with further neighbour inter-
actions or other non-Ising frustrated models like the three state chiral clock model,
etc. [352]. However, the simplest Ising model with regular frustration is the ANNNI
model and it can also mirror the properties of real magnetic systems as well as
many other systems with modulated structures, like in ferroelectrics, binary alloys,
etc. We are interested here in the stability of such modulated phases and the phase
transitions driven by quantum fluctuations at zero temperature. Again, one can have
a tunable quantum fluctuation induced by presence of a transverse field. We con-
sider therefore the ground state properties of the ANNNI model in transverse field
at zero temperature. Here the presence of (regular) frustration is expected to give
rise to intriguing quantum many-body phases (ground states). One can also study
the stability or instability of the commensurate and incommensurate classical Ising
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phases occurring in the classical ANNNI models. These observations may be com-
pared with the extensive studies, and the literature developed [20, 263], on the study
of quantum magnetisation in the (frustrated) Heisenberg antiferromagnets and etc.

Before describing the detailed results on quantum ANNNI models, a brief intro-
duction to the classical model needs to be given.

4.2 Classical ANNNI Model

The Hamiltonian for the classical ANNNI model is given by

H = −1

2

∑

i,j,j ′
J0S

z
i,j S

z
i,j ′ −

∑

i,j

J1S
z
i,j S

z
i+1,j −

∑

i,j

J2S
z
i,j S

z
i+2,j , (4.2.1)

where i labels the layers perpendicular to the axial direction and j and j ′ denote
the nearest neighbour spins within a layer. Competition is due to ferrotype near-
est neighbour (positive J1) and antiferrotype next nearest neighbour (negative J2)
interactions. The ground state (for T = 0) is exactly known in all dimensions: fer-
romagnetic type for κ = |J2|/J1 < 0.5 and modulated for κ > 0.5 with a period of
4 (antiphase). The κ = 0.5 point is highly degenerate, the degeneracy being equal
to gN for a system of N spins where g = (1 + √

5 )/2 is the golden ratio [352].
The system is also frustrated when both J1 and J2 are antiferromagnetic; the spin
configurations corresponding to which can be obtained by flipping every alternate
spin in those corresponding to the former case (J1 > 0, J2 < 0). Let us discuss in
brief the features of the ANNNI model at T �= 0 in different dimensions.

(a) One dimension: The one dimensional ANNNI model (here J0 = 0) is exactly
solvable [181, 247]. Here one uses a simple transformation: Sz

i S
z
i+1 → τ zi which

transforms the Hamiltonian to that of the nearest neighbour Ising model in a lon-
gitudinal field. As the system is short ranged, there is no finite temperature phase
transition, i.e., the system is paramagnetic for T �= 0. However, the para phase has
two distinct regions: in one the spin-spin correlations decay exponentially (cf. near-
est neighbour Ising models) while in the other, oscillations are enveloped by an
exponential decay. These two regions are separated by a disorder line.

(b) Two dimension: The two dimensional ANNNI model has no exact solution.
However, estimates [352] of the phase diagram have been obtained using different
approximations [288, 412].

The phase diagram consists of a ferromagnetic phase, a paramagnetic phase, an-
tiphase, and in all probability a floating incommensurate phase where the spin-spin
correlations decay algebraically analogous to a Kosterlitz-Thouless transition in an
XY system. The paramagnetic phase is believed to exist down to T = 0 for κ = 0.5.
A disorder line, starting from this point and touching the T axis asymptotically,
divides the para phase such that on the large κ side, the exponential decay of the
correlations have local periodic oscillations. The best estimate of the ferromagnetic
to paramagnetic boundary is given by

sinh
[
2β(J1 + 2J2)

]
sinh 2βJ0 = 1. (4.2.2)

The estimated phase diagram is shown in Fig. 4.1.
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Fig. 4.1 Phase diagram of
the 2d ANNNI model with
J1 = (1 − α)J0 and
J2 = −αJ0 (from [352])

Fig. 4.2 Mean field phase
diagram of three dimensional
ANNNI model (from [352]).
L is the Lifshitz point

(c) Three dimension: In three dimensions, the mean field phase diagram [352,
436] has been extensively studied. It consists of (commensurate or incommensurate)
modulated phases in addition to the paramagnetic and ferromagnetic phases. All
three phases meet at a critical point called the Lifshitz point at a finite temperature
at κ = 0.25. There are neither floating phases nor disorder lines. Various phases
with nontrivial periodicities are found to exist here [145, 354]. The mean field phase
diagram is shown in Fig. 4.2.

4.3 ANNNI Chain in a Transverse Field

In the ANNNI model one can study the effects of quantum fluctuations by putting it
in a transverse field analogous to the nearest-neighbour Ising case. The Hamiltonian
is given by

H = −1

2

∑

i,j,j ′
J0S

z
i,j S

z
i,j ′ −

∑

i,j

J1S
z
i,j S

z
i+1,j −

∑

i,j

J2S
z
i,j S

z
i+2,j −

∑

i

Γ Sx
i .

(4.3.1)

The interest in such quantum systems is twofold: Firstly, the zero temperature crit-
ical behaviour of a quantum spin (S = ±1) Ising system in d-dimension is usually
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related to the thermal critical behaviour of the corresponding classical system in
(d + 1)-dimension, and vice-versa [387]. Secondly, as mentioned before, the results
for such systems will have important implications on the general role of quantum
fluctuations in magnetism and can be compared to the corresponding results for
the (frustrated) quantum magnets like quantum antiferromagnets etc. [20]. One can,
therefore, anticipate that the quantum fluctuations in the one dimensional ANNNI
model may give rise to interesting structures in the phase diagram as has been
found using approximate and numerical methods in the two dimensional classical
ANNNI model. In fact, the Hamiltonian for the one dimensional ANNNI model in
a transverse field was first obtained as the Hamiltonian limit of the transfer matrix
of the two dimensional classical ANNNI model (Rujan [336], Barber and Duxbury
[24, 25, 117]). The Hamiltonian of the one dimensional ANNNI model in transverse
field takes the simple form

H = −
∑

i

J1S
z
i S

z
i+1 −

∑

i

J2S
z
i S

z
i+2 −

∑

i

Γ Sx
i . (4.3.2)

The transfer matrix of the two dimensional ANNNI model can be written as

T̂ = exp

(
βJ0

∑

i

Sx
i

)
expβ

(
J1

∑

i

Sz
i S

z
i+1 + J2

∑

i

Sz
i S

z
i+2

)
, (4.3.3)

where tanhJ0 = exp(−2J0), J0 the interaction along one axis; J1, J2 are the com-
peting interactions along the other. The mapping of the Hamiltonian of the two
dimensional ANNNI model to that of the quantum one-dimensional model (i.e.,
taking the Hamiltonian limit of (4.3.3) where the exponential functions commute),
however, is exact only in the limit Γ → ∞, J1 → 0, J2 → 0, κ remaining finite.
Therefore, it is not at all obvious that the phase diagrams of the quantum chain
(4.3.2) and the classical two dimensional ANNNI model should be closely compa-
rable. Secondly, the frustrated antiferromagnetic Heisenberg models with anisotropy
in general (i.e., when the Hamiltonian includes cooperative interaction also in y and
z directions (and Γ = 0) with competition between nearest and next nearest neigh-
bour interactions) indeed exhibit [71, 129, 187, 255, 256] that zeroth order quantum
fluctuation can destroy the Neel order, so that the quantum spin liquid phase is ar-
gued to be the ground state of that system. For a special one dimensional model, in
which the second neighbour interaction is exactly half of that of the first neighbour
(κ = 0.5), the (two fold degenerate) dimer phase has been shown to be the exact
ground state (Majumdar and Ghosh [255, 256]). Although the symmetries are dif-
ferent, it would be interesting to compare the effect of zero point (transverse field)
quantum fluctuation in the frustrated Ising system (at κ = 0.5) and check if it also
destroys the classical order (phases) and leads to new quantum phases (compara-
ble to the dimer, spin liquid or otherwise in frustrated magnetic systems) (Sen and
Chakrabarti [356, 359, 360], Sen et al. [362]). The results obtained for the ANNNI
model using some analytical and computational methods are described in the fol-
lowing sections.
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4.3.1 Some Results in the Hamiltonian Limit: The Peschel-Emery
Line

As mentioned before, this model was initially studied in order to obtain the phase
diagram for the two-dimensional classical case [24, 25, 117, 336]. Barber and
Duxbury [24] studied special limits of this model and obtained a phase diagram.
A more complete study for the one dimensional quantum model was first attempted
by Rujan [336], although the interest was in the special limits.

One can use a transformation

Sx
i = σx

i−1σ
x
i (4.3.4)

and

Sz
i S

z
i+1 = σz

i , (4.3.5)

with which the Hamiltonian (4.3.2) maps onto the dual Hamiltonian HD corre-
sponding to a XY model with an in-plane field given by

HD = −
(
J1

∑

i

Sz
i + Γ

∑

i

Sx
i S

x
i+1 + J2

∑

i

Sz
i S

z
i+1

)
. (4.3.6)

The expression for the mass gap Δ, which is the inverse of the correlation length,
for the above model (HD) was obtained using perturbation methods [336], and is
given by

Δ = J1
[
2(1 − 2κ)− 2Γ + Γ 2κ/(1 − κ)

]
, (4.3.7)

for κ < 0.5, calculated up to the second order. For κ > 0.5, Δ is calculated in the
first order only giving the result

Δ = J1(2κ − 2 − Γ cos 2πq), (4.3.8)

from which an antiphase to “sinus” phase (modulated phase with modulation wave
vector q) transition is predicted. The phase boundaries (para to ferro and antiphase
to sinus) are obtained from the vanishing of Δ. Here, it is found that the param-
agnetic phase indeed exists at zero Γ . No clear idea about the nature of the cor-
relations is obtained in the paramagnetic phase. Barber and Duxbury [24] applied
Rayleigh Schrödinger perturbation expansion methods about the trivial but exact
limits Γ → 0 and Γ → ∞ and obtained the phase diagram. The Lifshitz point is
obtained at a finite value of Γ here. They also used some numerical methods to find
out the phase boundaries. However, the results are insufficient for κ > 0.5.

An exact solution (the only one to date for nonzero Γ ) along a special line

Γ/J1 = κ − 1/4κ (4.3.9)

in (κ,Γ ) plane has been obtained in the Hamiltonian limit (Peschel and Eme-
ry [311]). The argument runs as follows. Here, one writes the master equation for
the one dimensional kinetic Ising model in such a form so that the time evolution
operator can be expressed in terms of Pauli matrices and is also Hermitian. Thus
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Fig. 4.3 The three basic spin
flip processes along with their
rates are shown

it describes, in general, a one dimensional quantum mechanical spin-1/2 problem.
The master equation governing the time evolution of the probability of a certain spin
configuration σ at time t for a linear chain of Ising spins with nearest neighbour in-
teractions can be written as

∂p(σ, t)

∂t
= −

∑

σ ′
W
(
σ → σ ′)p(σ, t)+

∑

σ ′
W
(
σ ′ → σ

)
p
(
σ ′, t

)
(4.3.10)

where p(σ, t) denotes the probability of finding the configuration σ at time t and
H(σ) = −J

∑
n σnσn+1. W ’s are the transition probabilities. The master equation

can also be written as

∂p̃

∂t
=
∑

Ôp̃ (4.3.11)

where

p̃(σ, t) ∼ exp
[−βH(σ)

]
p(σ, t) (4.3.12)

and Ô denotes the time evolution operator. There are only three elementary spin flip
processes to consider, which are shown in Fig. 4.3 along with their rates (α0, α+
and α−). Assuming detailed balance, the rates for processes (b) and (c) are con-
nected by α− = exp(−4K)α+, where K = βJ ; β is the inverse temperature. Hence
there are only two independent rate constants α0 and α+. The time evolution opera-
tor Ô can be expressed in terms of Pauli spin matrices [226]:

Ô =
∑

n

[
Aσx

n +Bσz
n−1σ

x
n σ

z
n+1 +Cσz

nσ
z
n+1 −Dσz

nσ
z
n+2 −E

]
(4.3.13)

where the coefficients A,B, . . . ,E are given in terms of the transition rates as given
below:

A = 1

2
(ᾱ + α0) (4.3.14a)

B = 1

2
(ᾱ − α0) (4.3.14b)

C = ᾱ sinh 2K (4.3.14c)

D = 1

2
(ᾱ cosh 2K − α0) (4.3.14d)
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E = 1

2
(ᾱ cosh 2K + α0) (4.3.14e)

where ᾱ = α + exp(−2K). If B is made to vanish, so that (4.3.13) is of the same
form as that of (4.3.2), one must have the condition given by (4.3.9). Thus, along
this line (also known as the one dimensional line (ODL)), the Hamiltonian can be
related to a soluble one-dimensional kinetic spin model, and the spin correlations
in the horizontal direction here decay exponentially (from the exactly known spin
correlations of Ô , and is essentially one dimensional in character). This line touches
the multiphase point κ = 0.5 at Γ = 0, proving that the disordered phase indeed
extends down to Γ = 0 at κ = 0.5. The disorder line cannot be below this so called
‘one dimensional line’.

4.3.2 Interacting Fermion Picture

The Hamiltonian for the ANNNI model in transverse field can be expressed in terms
of interacting fermions [336, 359], following the Jordan-Wigner decoupling trick
applied to (pure) transverse Ising chain in Sect. 2.2. A self-consistent Hartree-Fock
method in the interacting fermion picture gives results (critical phase boundary for
order-disorder transitions) for κ ≤ 0.5. The Hamiltonian can be expressed in the
form

H = −ΓN + 2Γ
∑

i

c
†
i ci − J1

∑

i

(
c

†
i − ci

)(
c

†
i+1 + ci+1

)

− J2

∑

i

(
c

†
i − ci

)(
1 − 2c†

i+1ci+1
)(
c

†
i+1 + ci+2

)
(4.3.15)

where the following transformation has been made

Sx
i = exp

(
−iπ

∑

j<i

c
†
j cj

)
ci + c

†
i exp

(
iπ
∑

j<i

c
†
j cj

)
(4.3.16)

Sz
i = 2c†

i ci − 1 (4.3.17)

and cj ’s are Fermi operators satisfying
[
ci, c

†
j

]= δij , [ci, cj ] = [c†
i , c

†
j

]= 0. (4.3.18)

Here the model consists of a one dimensional cyclic chain of N Ising spins
(Sx = ±1) so that Sx

N+1 = Sx
1 , Sx

N+2 = Sx
2 etc. (note that here the canonical transfor-

mation Sx
i → Sz

i and Sz
i → −Sx

i has been made in (4.3.2) to use the Jordan-Wigner
transformations conveniently). This Hamiltonian, in general, is not diagonalisable
as it contains a four-fermion interaction coming from the (1 − 2c†

i+1ci+1) = −Sz
i+1

term in (4.3.15). In the mean field approximation, 〈Sz
i 〉 = 1 in the para phase [312].

Also if J2 is treated perturbatively, then 〈Sz
i 〉 in the para phase (for J2 = 0) differs

slightly (less than 4 % numerically) from unity. Therefore, putting approximately
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Sz
i � 〈Sz

i 〉 � 1, the Hamiltonian (4.3.15) can be expressed in a general quadratic
form

Hd = −ΓN +
∑

ij

c
†
i Aij cj +

∑

ij

c
†
i Bij c

†
j (4.3.19)

and can easily be put in a diagonal form

Hd =
∑

q

ωqη
†
qηq − 1

2

∑

q

ωq, (4.3.20)

where

ω2
q = 4

[
Γ 2 + (J 2

1 + J 2
2

)+ Γ (2J1 cos 2πq + 2J2 cos 4πq)+ (2J1J2) cos 2πq
]

(4.3.21)

and the normal modes ηq and η
†
q are given by appropriate linear combinations of cq

and c
†
q [359]. Hence, from mode softening condition, the para to modulated phase

boundary is given by

Γ/J1 = |J2|/(J1), (4.3.22)

and the para to ferro boundary is given by

Γ/J1 = 1 − |J2|/(J1). (4.3.23)

The phase diagram obtained from this method can be improved by using a self-
consistent Hartree-Fock method in which the fermion Hamiltonian (4.3.15) can be
approximately mapped [423] into the exactly solved Hd (given by (4.3.19)). When
the Hamiltonian H in (4.3.15) is treated self-consistently, and the Hamiltonian is
effectively written in the form of Hd , the renormalised parameters are given by
[360] (see Sect. 4.A.1)

Γ ′ = Γ − 2J2
(〈
c

†
i ci+1

〉+ 〈c†
i c

†
i+2

〉)
(4.3.24a)

J ′
1 = J1 + 4J2

(〈
c

†
i c

†
i+1

〉+ 〈c†
i ci+1

〉)
(4.3.24b)

J ′
2 = 2J2

(〈
c

†
i ci
〉− 1/2

)
. (4.3.24c)

The primed variables are the unrenormalised ones. This result can also be obtained
alternatively by employing a RPA-like approximation to the Hamiltonian (4.3.15)

〈ABC〉 = 〈AB〉〈C〉 + 〈AC〉〈B〉 + 〈A〉〈BC〉
with proper signatures following fermion commutation rules and collecting the
equivalent terms. Using relations (4.3.24a), (4.3.24b), (4.3.24c), the surfaces
(4.3.22) and (4.3.23) map onto two corresponding surfaces in (Γ, κ) plane. For
κ ′(= −J ′

2/J
′
1) ≤ 0.5, the para to ferro boundary is given by

κ = −2πκ ′

2{α(1 − 1
2 (1 − κ ′))+ (−4κ ′(1 − κ ′)+ 1)1/2/(1 − κ ′)} + 4κ ′α

Γ/J1 = α(1 − 2κ ′)
2{α(1 − 1

2 (1 − κ ′))+ (−4κ ′(1 − κ ′)+ 1)1/2/(1 − κ ′)} + 4κ ′α
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(κ ≤ 0.5 as κ ′ ≤ 0.5 here). The essential steps and the expression for α is given in
Sect. 4.A.1.

The other phase boundary (para to modulated) cannot be mapped here as all
values of κ corresponding to κ ′ > 0.5 (where we get the para to modulated phase
boundary in the earlier approximation for H ) gives κ = 0.5 and Γ = 0 there.

4.3.3 Real-Space Renormalisation Group Calculations

The critical field and ground state energy are also obtained in the real-space renor-
malisation group (RSRG) approach [360]. The method followed here is the trun-
cation method [183, 314] in which a number of spins are grouped in a block (see
Sect. 2.4) and the Hamiltonian for a single block is solved exactly (here block size is
three). Only the two lowest lying eigenstates, out of the possible states (here eight)
are retained to construct an effective Hamiltonian having the same form as that of
the original one. The process is iterated until a fixed point Hamiltonian is reached.
It may be noted that for studying the fixed point structure for κ > 0.5, blocks with at
least four spins should be constructed; otherwise even the ground state (antiphase)
for at least f = 0 cannot be represented by the block. However, the problem then
becomes difficult to tackle analytically and hence we restrict to blocks with three
spins; thus restricting ourselves again to studies for κ < 0.5 only.

With the above three spin block, the effective Hamiltonian reads (see [360]; cf.
[183, 314], see also Sect. 2.4.1)

H ′ = −Γ ′∑

i

Sz
i − J ′

1

∑

i

Sx
i S

x
i+1 − J ′

2

∑

i

Sx
i S

x
i+2 + c (4.3.25)

where the renormalised quantities (denoted by primes) are as follows

Γ ′ = −(xo − x1)/2 (4.3.26a)

J ′
1 = J1a/b (4.3.26b)

J ′
2 = J2a/b (4.3.26c)

and

c = (xo + x1)/2 (4.3.27)

with

a = [−2J1(xo + x1)
{
(x1 − 3Γ )(xo + 3Γ )+ (x1 + Γ )(xo − Γ )

}+ 4J1J
2
2 (xo + x1)

− 8J1J
3
2 + 4J1J2

{
(x1 − 3Γ )(x1 + Γ )+ (xo + 3Γ )(xo − Γ )

}]2
(4.3.28)

and

b = [2{(xo + 3Γ )(xo − Γ )− J 2
2

}2 + {−2J1(xo − Γ )+ 2J1J2
}2

× {−2J1(xo + 3Γ )+ 2J1J2
}2][2

{
(x1 − 3Γ )(x1 + Γ )− J 2

2

}2

+ {−2J1(x1 + Γ )+ 2J1J2
}2 + {−2J1(x1 − 3Γ )+ 2J1J2

}2] (4.3.29)
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Fig. 4.4 The phase diagram
for the ANNNI chain in
transverse field from the
RSRG and self-consistent
methods for κ < 0.5 [360].
F denotes the ferromagnetic
phase and P the
paramagnetic phase

and xo is the smallest root of the following equation

x3 + (Γ + J2)x
2 + (−5Γ 2 − J 2

2 − 4J 2
1 + 2Γ J2

)
x + 3Γ 3

+ Γ J 2
2 − 4(Γ − J2)J

2
1 − 3J2Γ

2 − J 3
2 = 0 (4.3.30)

while x1 is the smallest root of (4.3.30) with Γ → −Γ . Notice that at the zeroth
iteration J2(0) = 2J2 as the contribution from the second neighbour appears twice
in the inter-cell interaction when the cells consist of three spins. Also, the value of
J2/J1 does not get renormalised at all. Thus the fixed point is determined only by
the fixed point value of Γ/J1. Above the critical value of Γ/J1, any initial value of
Γ approaches infinity, while below this value it iterates to zero; the resulting flow
diagram gives the phase diagram. The phase diagram obtained from the Hartree-
Fock approximation and RSRG approach are shown in Fig. 4.4.

Critical Ground State Energy The critical ground state energy values can be
estimated from the self-consistent and RSRG methods. The ground state energy per
site can be expressed as

Eg/N = −Γ − J2
(〈
c

†
i c

†
i+2

〉+ 〈c†
i ci+2

〉)〈
c

†
i ci − 1/2

〉

− J1
(〈
c

†
i ci+1

〉+ 〈cici+1〉
)
/2

+ J2
(〈
c

†
i ci+1

〉+ 〈cici+1〉
)(〈cici+1〉 + 〈c†

i ci+1
〉)

(4.3.31)

so that

Eg/N = I1J3I3/2π − Γ/4π − J1α/4π − J2α
2/4π2 (4.3.32)

where the expressions for the integrals I1, I3 and α are given in Sect. 4.A.1.
The RSRG method also gives estimate for the ground state energy along the

critical line. The ground state energy per site here is given by

Eg/N =
∑

n

[
f (J1(n), J2(n))

3n

]
/3 (4.3.33)

where

f
(
J1(0), J2(0)

)= (xo + x1)/2 (4.3.34)
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Notice that this method does not produce the exact results Eg/N = −1/π and
Γ/J1 = 0.5 for κ = 0. The behaviour of Eg , however, agrees well with the results
of the self-consistent method.

4.3.4 Field-Theoretic Renormalisation Group

The analytical methods discussed so far do not give the evidence for the existence
of a floating phase (with algebraic decay of correlations) directly. However, the ex-
istence of a floating phase can be easily justified for this model at zero temperature;
although its location cannot be found so easily. Using Gaussian functional averages
[152] (over the transverse field term) for the spin correlations, the effective Landau-
Ginzburg Hamiltonian may be written as (see Sect. 3.6.2).

H ∼
∑

m

S
[
1 + JG(ωm)

]
S +O

(
S4) (4.3.35)

with the spin Green’s function G(ωm) ∼ Γ tanhβΓ (4Γ 2 +ω2
m) and Matsubara fre-

quencies ωm = 2πm/β . Also, because of the competing interactions, we expect
the fluctuations (with q and −q) over some modulated structure (say with wave
vector q) to be dominant in the critical region, thereby effectively driving [152]
an n-component competing system equivalent to a 2n-component system without
competition (n = 1 here for an Ising system):

H ∼
∫

ddq

2∑

α=1

∑

m

(
rm + q2)Sα(q)Sα(−q)+O

(
S4) (4.3.36)

where rm = r + ω2
m; r being the usual critical temperature interval. At T = 0, the

Matsubara frequencies become continuous and the sum over m gives an effective
additional dimension (d → d +1). The system therefore shows an effective (d +1)-
dimensional classical behaviour (due to integration over quantum fluctuations) for
an effective 2-component (XY-like) regular magnetic system (because of integra-
tions over the competing fluctuations in the Ising system). For our one dimensional
ANNNI model in transverse field, we thus expect effectively two dimensional XY-
like (power law) correlations (floating phase [288, 412]) at zero temperature. At
finite temperatures, of course, the lowest value of rm for which the field remains
finite after renormalisation, is that for m = 0 and fields corresponding to other m

values become irrelevant [152]. There is thus no dimensional increase for T > 0
and no floating phase is expected.

4.3.5 Numerical Methods

The phase diagram for the quantum ANNNI model has also been obtained [362] us-
ing numerical methods like exact diagonalisation for finite size and Strong Coupling
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Eigenstate Method (see Sect. 2.3.2). In fact, so far, this method gives us the most
detailed and accurate phase diagram.

In the exact diagonalisation method the quantum Hamiltonian (4.3.2) has been
considered where the transverse field aligns spins in the x-direction for conveniently
using the representation in which Sz are diagonal. The essential step is to diagonalise
the 2N ×2N Hamiltonian matrix HN for an open chain of N spins (with interactions
given by (4.3.2)). The matrix HN is constructed from the recursion relation

HN =
(
HN−1 +DN−1 −Γ 1N−1

−Γ 1N−1 HN−1 −DN−1

)
. (4.3.37)

Here HN−1 is the Hamiltonian matrix for N − 1 spins, 1N−1 is the unit matrix of
size 2N−1 × 2N−1 and DN−1 is a diagonal matrix of the same size with diagonal
elements J1 + J2, . . . , J1 − J2, . . . ,−J1 + J2, . . . ,−J1 − J2, . . . where . . . means
repetition of the preceding elements 2N−3 times. This form however occurs only
when the arrangement of the 2N configurations is the one that is obtained from direct
product of N two-component vectors (+,−). (Thus, for 3 spins the arrangement is
+++,++−,+−+,+−−,−++,−+−,−−+,−−−.) Proof of (4.3.37) follows
by noting that, if we add a spin at the left end to the arrangements of N − 1 spins,
then the interaction of this spin with the rest of the chain is given by

(
DN−1 −Γ 1N−1

−Γ 1N−1 −DN−1

)
.

A further simplification of (4.3.37) is also possible

UHU−1 =
(
HN−1 −DN−1 + Γ FN−1 0

0 −HN−1 −DN−1 + Γ FN−1

)
(4.3.38)

where

U = (1/
√

2 )

(
1N−1 −FN−1

FN−1 1N−1

)

and FN−1 is a matrix (of size 2N−1 ×2N−1) having 1 along the diagonal connecting
top-right corner to bottom-left corner and zero elsewhere. This reduces the 2N × 2N

problem to two 2N−1 × 2N−1 problems. Proof of (4.3.38) necessitates the relation-
ships

HN−1FN−1 = FN−1HN−1,

DN−1FN−1 = FN−1DN−1,

which in turn follow from the observation that reversal of each Sz
i : (i) keeps V

(= −[∑i J1S
z
i S

z
i+1 +∑i J2S

z
i S

z
i+2]), H0 (= −∑i Γ Sx

i ) and hence HN−1 the same
but reverses the sign of DN−1 and (ii) is equivalent to replacing the row and column
index i (of HN−1 and DN−1) by N − i + 1.

We would like to add that for any form of H0 (where H = H0 + Γ
∑

i S
x
i ), a re-

lationship of the form of (4.3.37) can be built up (with, of course, a different DN−1)
but the simplification by (4.3.38) will need the Sz

i → −Sz
i symmetry.
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After building up the Hamiltonian matrix HN , the eigenvector corresponding to
the ground state is obtained and the r-th neighbour correlation, defined as g(r) ≡
〈Sz

1S
z
1+r 〉 is calculated in this state. From the nature of the correlation function, the

different phases (from the data for 0 ≤ κ ≤ 1.0 and with N = 8, for 0.2 ≤ κ ≤ 0.8
with N = 10) have been identified. The mass gap Δ = 〈ψ1|H |ψ1〉 − 〈ψ0|H |ψ0〉
where ψ0 and ψ1 are the are the ground state and the first excited state respectively,
has also been determined. From the plot of Δ vs. Γ/J1 (for N ≤ 8), the critical
fields Γc following the method of Hamer and Barber [166, 167] are obtained. From
the spin-spin correlations five different regions in the phase diagram were clearly
identified:

A: Ferromagnetic: g(r) ∼ m2 + exp(−r/ξ)

B: Antiphase: g(r) ∼ m2 + exp(−r/ξ) cos(πqr), q = 1/2
C1: Paramagnetic: g(r) ∼ exp(−r/ξ)

C2: Paramagnetic: g(r) ∼ exp(−r/ξ) cos(πqr), q ≤ 1/2
C3: Floating: g(r) ∼ r−η cos(πqr), 1/3 < q < 1/2, η ∼ 10−1

The same plot has also been obtained using the strong coupling eigenstate method
discussed next.

Strong Coupling Eigenstate Method (SCEM) As an alternative to the above
method of estimating the mass gap Δ(Γ ), an approximate diagonalisation scheme,
called the Strong Coupling Eigenstate Method (see Sect. 2.3.2) has also been used.
This method has been shown to lead to the exact analytical results [312] for the Ising
chain in a transverse field (for continuous phase transition) and has also been used
for estimating the phase boundaries for other quantum chains [129, 165, 187].

The SCEM has the advantages that the number of basis states is lowered con-
siderably (the introduction of J2 does not increase the number of states) and that
the exact analytical results for J2 = 0 can be reproduced with high accuracy. On
the other hand the disadvantage is that one cannot find the eigenstates and even
with the benefit of reduced system size, one cannot really go to larger chains as it
quickly becomes impossible to find out the matrix elements. The essential idea of
this method, as mentioned earlier in Sect. 2.3.2, is to generate a set L of strongly
coupled eigenstates of H0 (= −∑i Γ Sx

i ) by successive applications of the operator
V = −[∑i J1S

z
i S

z
i+1 +∑i J2S

z
i S

z
i+2] to an unperturbed eigenstate |0〉 of H0. The

matrix (say, Hr ) for the Hamiltonian operator H0 is then constructed for the basis
set L. The lowest eigenvalue of Hr gives the ground state energy provided |0〉 is
chosen as the ground state eigenfunction (namely Sx

i = 1 for all i) of H0. To obtain
the energy of the first excited state we repeat this process choosing |0〉 as the first
excited state of H0 (namely, all Sx

i = 1 except any one which is −1). The efficiency
of this method is demonstrated by the fact that for N = 5 and 7 (say) the set L con-
sists of only 4 and 9 states. The mass gaps are measured and corresponding critical
fields obtained from numerical calculations performed on system sizes N = 4, 5, 6
and 7 with periodic boundary conditions.

The phase diagram, obtained from the behaviour of the correlation as well as the
mass gap is shown in Fig. 4.5. The SCEM seems to be reliable only for κ < 0.5 and
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Fig. 4.5 Phase diagram of
one dimensional quantum
ANNNI model obtained from
numerical methods indicating
the presence of different
phases explained in the text

in this region it agrees reasonably with the results obtained by the exact diagonali-
sation (ED) (see Fig. 4.5).

4.3.6 Monte Carlo Study

The quantum one dimensional ANNNI model in a transverse field can be mapped
to a two dimensional classical model using the Suzuki-Trotter formula to give an
equivalent Hamiltonian (see Sect. 3.1)

Heff =
N∑

i=1

M∑

k=1

[
(J1β/M)SikSi+1k + (J2β/M)SikSi+2k + J3SikSik+1

]
(4.3.39)

where

J3 = (1/2)
[
ln coth(βΓ/M)

]
. (4.3.40)

The Monte Carlo simulation has been performed [18] for the classical two dimen-
sional (N ×M) model with periodic boundary conditions. Although the mapping is
exact only when the Trotter dimension (M) is very large, one works with finite M

values (typically M is between 30 and 70) and N (number of sites along the hor-
izontal axis corresponding to the number of sites in the original quantum system)
is varied between 60 to 200. The energy and correlation functions were evaluated
to find the phase boundaries. The phase diagram again is very similar to that of the
approximate two dimensional classical ANNNI model. It shows the presence of fer-
romagnetic, paramagnetic, antiphase and floating incommensurate phases as well as
disorder line in the para phase. The position of the ferromagnetic to paramagnetic



4.3 ANNNI Chain in a Transverse Field 87

Fig. 4.6 Phase diagram of quantum one dimensional ANNNI model obtained from Monte Carlo
method (from [18]). The presence of Ferromagnetic (1), Disordered (2), Disordered with oscilla-
tory decay of correlations (3), Floating incommensurate (4) and Antiphase (5) are shown. ODL
(one dimensional line) is drawn from the exact analytical result [311]

phase agrees well with the one obtained in the two-dimensional case in [352] which
in the present case reads

sinh

[
2

(
J1β

M
+ 2J2β

M

)]
sinh 2J3 = 1. (4.3.41)

The one dimensional line is detected through the minimum in the horizontal cor-
relation length which also agrees with the exact result [311]. The phase diagram is
shown in Fig. 4.6.

4.3.7 Recent Works

We are interested in the ground state (zero-temperature) properties of the Hamil-
tonian (4.3.2) with κ = −J2/J1 ≥ 1. Exact diagonalisation studies were made for
chains up to a length of 32 spins by Uimin and Rieger [330]. Quantum Monte Carlo
studies were performed by Arizmendi et al. [18]. Bosonisation and a renormalisation
group analysis have been used by Allen et al. [9] and later by Dutta and Sen [115].
All these studies support the presence of floating phase characterised by a spin-spin
correlation in longitudinal direction that decays algebraically with distance. Careful
studies using density matrix renormalisation group for κ < 0.5 [31] and κ > 0.5
[32] have also been performed, which confirm the presence of floating phase over a
region of κ–Γ phase space that extends from κ = 0.5 to κ = 1.5 and beyond. An-
other numerical study [291] based on entanglement scaling of matrix product states
however found evidence of this phase only over a narrow region.

In contrast to these approximate studies, exact results are only two in number:
(i) An early study by Peschel and Emery [311] (see also [115]) showed that along the
line Γ/J = κ−1/(4κ) the ground state has a direct product form and the correlation
function decays exponentially with distance; (ii) a perturbative analysis [67] showed
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Fig. 4.7 Basic principle of the perturbation treatment. The perturbation takes the transverse field
from 0 to Γ and the frustration parameter κ from 0.5 to 0.5 + rΓ . Obviously, the parameter Γ

should be small for perturbation expansion to be valid

that precisely two phase transition lines pass through the (κ,Γ ) = (0.5,0) point,
making angles π/4 and π − tan−1 2 with the κ axis. Here we shall present the basic
principle of the latter work.

The basic idea is to break up the Hamiltonian as

H = Hcl +Hp (4.3.42)

with

Hcl = −J
∑

j

[
Sz
jS

z
j+1 − 1

2
Sz
jS

z
j+2

]
and Hp =

∑

j

Γ
[−Sx

j + rSz
jS

z
j+2

]

and then treat Hp as a perturbation over Hcl. (Here r = J (κ − 0.5)/Γ .) The per-
turbation takes the Hamiltonian HA from the multiphase point (κ,Γ ) = (0.5,0) to
(0.5 + rΓ,Γ ) (Fig. 4.7). One can show [67] that the first order perturbation correc-
tion to the ground state energy eigenvalue E(1) can be calculated exactly by mapping
the problem to an excited state of the nearest-neighbour transverse Ising model for
which all the eigenstates are exactly known. Now, if there is a phase transition line
passing through the multiphase point at an angle tan−1(1/r0) with the increasing κ

axis, then the quantity E(1) treated as a function of r will show a non-analyticity
at r = r0. It is found that this occurs only at two values r = −0.5 and 1, where
d2E(1)/dr2 diverges. Hence, only two critical lines pass through the multiphase
point. It is known that at small Γ , the system is in ferromagnetic state for κ < 0.5
and in antiphase state for κ > 0.5. If we assume that there does exist a floating phase
adjacent to the antiphase, then the phase diagram should be either of the two types
shown in Fig. 4.8. To find which of the two types represents correctly the ground
state, we note that since the problem has now been mapped to a class of excited
states of the nearest-neighbour model, one can calculate the mass gap correct up
to first order perturbation. Also, the longitudinal spin-spin correlation for the rel-
evant nearest-neighbour model can be calculated exactly by evaluating the related
Toeplitz determinants using Szego’s theorem [68]. This leads to a knowledge of the
longitudinal susceptibility for the zero-th order eigenstate. It turns out that for the
entire range −0.5 < r < 1 the mass gap vanishes and the longitudinal susceptibility
diverges. This rules out the type in Fig. 4.8(a) and confirms the one in Fig. 4.8(b).
Note that three lines meet tangentially and have the same slope (namely −0.5) at
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Fig. 4.8 Two types of (schematic) phase diagram consistent with the fact that there should be
precisely two critical lines emanating from the multiphase point. Figure (b) is confirmed by further
analysis. Bold lines in figure (b) indicate exact result

the multiphase point: the ferromagnetic-paramagnetic boundary, the paramagnetic-
floating phase boundary and the Peschel-Emery line.

It has been mentioned before that the ground state for the transverse ANNNI
chain can be mapped to 2D ANNNI model for some extreme values of the param-
eters. It has been shown quite convincingly that in 2D ANNNI model, the floating
phase is either absent or present only over a very narrow parameter range [66, 102].
This fact can be reconciled [66] with the presence of floating phase in transverse
ANNNI model by noting that the interaction parameters of the equivalent classical
model is much larger than that in the other direction.

4.4 Large S Analysis

Uptill now, the results for systems with S = ±1 have been discussed. The ANNNI
model in a transverse field has also been studied in the large S approximation [171,
355, 356]. In [356], the Hamiltonian is rewritten as

H = − 1

S

[∑

i

J1S
z
i S

z
i+1 +

∑

i

J2S
z
i S

z
i+2

]
−
∑

i

Γ Sx
i (4.4.1)

where for any spin Si ,
∑

α

Sα
i S

α
i = S(S + 1) = S2

c . (4.4.2)

The variable S has been introduced as the normalisation factor in (4.4.1) to ensure
a proper limit for the Hamiltonian as S → ∞. Under this approximation, the vector
nα = Sα/Sc are classical (commuting) variables. An angle θ is defined, with 0 <

θ < π through the relations 〈nzi 〉 = cos θ and 〈nxi 〉 = sin θ denoting the expectation
values of ni in one of the classical ground state of the system (see Sect. 4.2). Three
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possible phases are immediately identified: (a) a paramagnetic phase in which all
θ = π/2, (b) a ferromagnetic phase in which all θ are equal but not π/2 and (c) an
antiphase where the θ values look like (θ, θ,π − θ,π − θ) in a single period. In
terms of θ , the classical energy is easily found out:

E0/Sc = −
∑

i

[
(cos θi cos θi+1)+ κ(cos θi cos θi+2)

]− Γ
∑

i

sin θi . (4.4.3)

From the minimum energy conditions in the three simple phases, the phase bound-
aries are obtained which give a tricritical point at (κ,Γ ) = (1/2,1). The ferromag-
netic phase is stable for Γ < 2(1 − κ) when κ < 0.5 and the antiphase is stable for
Γ < 2κ : when κ ≥ 0.5. In the rest of the phase diagram, the paramagnetic phase
wins. This simple picture is modified considerably with a spin wave analysis. In
each phase (denoted generically by p), the energy of the spin waves (magnons)
are obtained as a function of q quantised in units of 2π/N and −π < q < π . In
this treatment, a diagonal form for the quantum Hamiltonian is obtained (when the
ground state is any one of the three phases) describing the magnons. The total energy
for any p is expressed as (see Sect. 4.A.2)

E(p) = E0(p)+ N

2π

∫ π

−π

dqE1(q;p) (4.4.4)

where

E1(q;p) = [Aq(p)Bq(p)
]1/2 (4.4.5)

and will be stable if the product Aq(p)Bq(p) is positive.
In each of the three simple phases, the instability to different q fluctuations gives

the phase boundaries. For example, in the paramagnetic phase, the square of the
energy is

E2
1(q;p) = Γ (Γ − 2κ − 1/4κ). (4.4.6)

If κ < 0.25 this has a minimum at q = 0 and hence the para phase becomes
unstable with respect to the q = 0 fluctuations (i.e., the ferromagnetic phase) at
Γ = 2(1 − 2κ) which is precisely the phase boundary between the paramagnetic
and ferromagnetic phases for κ < 0.25. Similarly, the paramagnetic to modulated
phase boundary can also be obtained as Γ = 2κ + 1/4κ which meet at the Lifshitz
point (κ = 0.25, Γ = 3/2). Some further analysis is necessary to find out the more
complicated phases and the phase diagram is drawn on the basis of these results.
There is a signature of infinite number of phases in the region bounded by the three
major phase boundaries. The most important phases obtained from this analysis are
shown in Fig. 4.9.

In another study [355], the large S analysis of the dual model given by (4.3.6)
has been made. The phase diagram obtained from this study has three regions: para-
magnetic, ferromagnetic and the antiphase. The Peschel-Emery curve is found to
be the disorder line here. In [171], a Heisenberg Hamiltonian has been considered
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Fig. 4.9 Phase diagram from
large S analysis (from [356]).
The symbols P , F , 1/8, 1/6
and 1/4 stand for
paramagnetic, ferromagnetic
and various modulated phases
characterised by a rational
number q . L is the Lifshitz
point

which is

H = − 1

S2

[∑

ij

J1Sij · Si+1,j +
∑

ij

J2Sij · Si+2,j + J0

∑

ijj ′
Sij · Si,j ′

]

− D

S2

∑

ij

([
Sz
ij

]2 − S2) (4.4.7)

where i labels the layers perpendicular to the axial direction and j and j ′ denote
the nearest neighbour spins within a layer. The D → ∞ limit gives the classical
ANNNI model and the quantum effect is through nonzero 1/D. The effect of quan-
tum fluctuation was studied in the lowest order in 1/S at zero temperature and the
phase diagram obtained in the κ–1/D plane. It is observed that the degeneracy at the
multiphase point κ = 0.5 is removed and transition from the state with periodicity
4 (antiphase) to the uniform ferromagnetic state occurs via a sequence of first order
transitions.

4.5 Results in Higher Dimensions

In higher dimension, one can get an estimate of the phase diagram by applying
mean field theory and the random phase approximations. A path integral method
has also been applied which yields results for dimensions greater than one but is
again restricted to κ ≤ 0.5. The Hamiltonian for the ANNNI model in transverse
field in three dimension (with Sz = ±1) is

H = −(J0/2)
∑

ijj ′
Sz
ij S

z
ij ′ − J1

∑

ij

Sz
ij S

z
i+1,j − J2

∑

ij

Sz
ij S

z
i+2,j −

∑

i

Γ Sx
i .

(4.5.1)

(i) Phase Diagram in the Mean Field Approximation The phase diagram in the
Γ –κ plane can be obtained from the mean field theory and random phase approx-
imation. In the mean field theory, the effective vector field F q on Sq and its mean
field average value 〈Sq〉 are given by

F q = Γ x̂ + J (q)
〈
Sz
q

〉
ẑ (4.5.2a)
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and

〈Sq〉 = [tanh
(
β|Fq |

)]
F q/|Fq | (4.5.2b)

where

J (q) = 4J0 + 2J1 cos 2πq + 2J2 cos 4πq. (4.5.2c)

Above the transition temperature Tc(Γ )
〈
Sz
q

〉= 0,
〈
Sx
q

〉= tanh(βΓ )δq,0. (4.5.3)

It may be noted that since there is no competition in the transverse direction, 〈Sx
q 〉 ex-

ists for only the homogeneous (q = 0) mode. The static susceptibility is given by

χ = 〈Sx
0

〉
/
(
Γ − J (q)

〈
Sx

0

〉)
, (4.5.4)

which diverges at the phase boundary given by

Γ/ tanh(βΓ ) = J (q), (4.5.5)

where this occurs for each q (coming from the para phase), when J (q) is maximum.
Hence the phase boundary is given by (4.5.5) when cos 2πq = −J1/(4J2) i.e.,

Γ/J1

tanh(βΓ )
= 4 + 1/4κ + 2κ (4.5.6)

where κ = |J2|/J1 and J0 is set to equal to J1. The schematic phase boundary is
shown in Fig. 4.10. It may be noted that the Lifshitz point occurs at the same value
of J2/J1 = 0.25 as in the classical ANNNI model. Also at finite temperature, when
the transverse field Γ is small, the order-disorder phase boundary equation becomes

Tc/J1 = 4 + 1/4κ + 2κ, (4.5.7)

which is identical to that for the classical ANNNI model. For finite Γ,Tc is gradu-
ally suppressed (following (4.5.5)). At T = 0 one can have here a non-trivial transi-
tion, when the left side of (4.5.5) becomes equal to Γ/J1. This gives the expression
Γ/J1 = 4+1/4κ +2κ for the equation of the order-disorder phase boundary, where
the transition is driven by the transverse field (see Fig. 4.10). It may be noted that
the determination of the phase boundaries of the various modulated (commensurate
and incommensurate) phases (denoted by M in Fig. 4.10) requires a self-consistent
numerical solution for each component of the vector equation (4.5.2a), (4.5.2b),
(4.5.2c) with adjustable modulation periods. Some numerical solutions for the mean
field phase diagram were considered by Tentrup and Siems [399] and the results are
in agreement with the above analysis.

In the para phase, the equation of motion for S in RPA can be written as [48]

Ṡq = 2MqSq (4.5.8)

with

Mq =
⎛

⎜⎝
0 0 0

0 0 J (q)〈Sx
0 〉 − Γ

0 Γ 0

⎞

⎟⎠ , (4.5.9)
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Fig. 4.10 The mean field
phase diagram for quantum
ANNNI model

giving the dispersion relation for the excitations

ω2
q = 4Γ

[
Γ − J (q)

〈
Sx

0

〉]
(4.5.10)

where J (q) is as given by (4.5.2c). These modes soften at the same phase boundary
giving an identical equation (4.5.7) for the phase boundary. The mean field phase
diagram is shown in Fig. 4.10.

(ii) Phase Diagram from Path Integral Approach In the path integral approach
[358, 384], one can consider an Ising system in any dimension with arbitrary number
of nearest and next nearest neighbours (see Sect. 3.3). The effective Hamiltonian
obtained after the Suzuki-Trotter transformation is written as

Heff = −J

(∑

k,〈ij〉
SikSjk + κ

∑

k,[ij ]
SikSjk

)
/M + c/β

+ ln
[
coth(βΓ/M)

]∑

i

∑

k

SikSik+1/2β. (4.5.11)

Here k is the Trotter index and M is the Trotter dimension. The constant c =
(1/2) ln[cosh(βΓ/M) sinh(βΓ/M)] and 〈· · ·〉 and [· · ·] indicate nearest and next
nearest neighbours respectively. Treating the spins as M-component vector spins
with components

Sk
j = (±1,±1, . . . ,±1) (4.5.12)

where k = 1,2, . . . ,M , one can break the effective Hamiltonian in two parts H0

and V , where

−βH0 =
∑

i

Si · a · Si +C (4.5.13)

and

V = J

(∑

〈ij〉
Si · Sj + κ

∑

i

Si · Si+2

)
/M (4.5.14)
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where ak,k′ = (1/2) ln[coth(βΓ/M)]δk,k′ , and C = NMc. Now the full Hamil-
tonian can be treated perturbatively such that the free energy F(= lnQ; Q =
Tr exp(−βHeff)) is given by

−βF = −βF0 +
∑

n

(1/n!)(−β)nCn(V ) (4.5.15)

with F0 the free energy corresponding to the unperturbed Hamiltonian H0 such that

−βF0 = lnQ0 (4.5.16)

with

Q0 =
∑

exp(−βH0), (4.5.17)

and the cumulants are given by

C1 = 〈V 〉0; C2 = 〈V 2〉
0,−

{〈V 〉0
}2 (4.5.18)

etc.
The above expression can be regarded as an expansion in successively higher

order of fluctuations. With classical systems, the first order term gives the mean
field estimate and higher orders constitute fluctuation corrections. The critical field
where the average magnetisation vanishes, is obtained performing calculations up
to second order (following Kirkwood’s prescription of classical spins) and is given
by

Γ/J = [δ1 + δ2κ + δ1(δ1 − 5/2)+ κ2δ2(δ2 − 5/2)+ 2δ1δ2κ
]1/2

/2. (4.5.19)

We can consider different systems (with different sets of δ1 and δ2 corresponding
to coordination numbers for nearest and next nearest neighbours respectively) and
obtain the phase diagrams. Along with the ANNNI model (in dimensions greater
than one), one can also consider systems with next nearest neighbour interactions
along more than one axis like the biaxial next nearest neighbour Ising (BNNNI)
model or the totally isotropic next nearest neighbour model in different dimensions.
Here, the values of Γ for all values of κ cannot be estimated as we are only consid-
ering m → 0 critical lines. There will be certain values of κ where m is already zero
at zero field (e.g. the classical modulated ground states like the antiphase with two
spins up and two spins down alternately) and therefore cannot be considered here.
Also, the m → 0 transitions now indicate transitions from a ferromagnetic phase to
either a paramagnetic phase or a modulated phase with m = 0. Therefore, the van-
ishing of the ferromagnetic order appears to be the major result of this method when
applied to these systems. We take the example of the following models in one, two
(square lattice) and three (cubic lattice) dimensions.

1. The ANNNI model: In all dimensions, one is restricted to κ < 0.5, as the an-
tiphase with m = 0 is the classical ground state beyond this value. In one dimen-
sion, there is no solution as the right hand side of (4.5.19) becomes imaginary.
In two dimensions, we find that results are obtained only up to κ < 0.38. In three
dimensions, there is no problem in estimating Γ up to κ < 0.5.
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Fig. 4.11 The phase diagram
for different systems from
path integral method (a) and
(b) for ANNNI model in two
and three dimensions
respectively, (c) and (d) for
BNNNI model in two and
three dimensions respectively,
(e) for isotropic next nearest
neighbour model in three
dimensions. The broken
curves correspond to the
mean field results

2. The BNNNI model can be considered in two or three dimensions again with
κ < 0.5.

3. Isotropic next nearest model in three dimensions. The results are shown in
Fig. 4.11.

All these results show that their are some restricting values of κ up to which fields
can be calculated. The restrictions become more important for lower dimensions and
higher values of κ .

Since the approximation is known to be more accurate in higher dimensions, the
increasing limitations in the lower dimensions are not surprising. Moreover, we find
that this approximation also becomes weaker as the frustration parameter is made
more effective.

4.6 Nearest Neighbour Correlations in the Ground State

The possibility of the existence of nearest neighbour dimers in the antiferromagnetic
transverse ANNNI chain has been investigated numerically [361]. One can measure
the dimer order parameter which for one dimension takes the simple form

G = |g1 − g2| (4.6.1)

where g1 = 〈Sz
2i−1S

z
2i〉 and g2 = 〈Sz

2iS
z
2i+1〉 are nearest neighbour correlations for

alternate pairs.
From the exact eigenvectors of system size N = 8, g1 and g2 (and hence G) was

calculated for values of κ near 0.5 and small values of Γ . However, the results do not
indicate the existence of nearest neighbour singlets. On the other hand, the values
of g1 and g2 rather match with those belonging to a phase with oscillatory decay
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Table 4.1 Values of nearest neighbour correlations and corresponding dimer order parameters for
two frustrated models

Model κ Γ −g1 −g2 G

ANNNI chain in
transverse field

0.48 0.025 0.78692 0.71032 0.07660
0.050 0.72266 0.60265 0.12001
0.100 0.62595 0.42799 0.19796
0.200 0.53507 0.37301 0.16206

0.49 0.025 0.74796 0.66413 0.08383
0.050 0.73996 0.65611 0.08385
0.100 0.53899 0.28848 0.25051
0.200 0.48542 0.30427 0.18115

0.50 0.025 0.74143 0.64375 0.09768
0.050 0.62955 0.40518 0.22437
0.100 0.59737 0.36880 0.22857
0.200 0.52765 0.35470 0.17295

0.51 0.025 0.74782 0.66330 0.08452
0.050 0.56542 0.28741 0.27801
0.100 0.53547 0.28302 0.25154
0.200 0.48216 0.30205 0.18011

0.52 0.025 0.55518 0.27097 0.28421
0.050 0.56542 0.28741 0.27800
0.100 0.57566 0.32502 0.25064
0.200 0.52091 0.33706 0.18385

Antiferromagnetic
Heisenberg chain

0.50 0.0 0.98126 −0.01751 0.99701

of correlation with wave vector π/6. Similar calculations for the Majumdar-Ghosh
chain [255, 256] (for which the exact result is G = 1) and the frustrated quantum
XY models [357] yields G � 1.0 at κ = 0.5 indicating the exactly dimerised ground
state structure. Here, for these studies both J1 and J2 have been considered negative
in all these models to explore the possibility of the existence of nearest neighbour
singlets. The results for correlations in transverse ANNNI chain and the Majumdar-
Ghosh (antiferromagnetic nearest and next nearest neighbour Heisenberg) chain are
shown in Table 4.1.

Appendix 4.A

4.A.1 Hartree-Fock Method: Mathematical Details

The general diagonal form of the Hamiltonian in terms of free fermions can be
written as
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Hg = −
[
Γ ′∑

i

(
c

†
i ci − 1/2

)+ J ′
1

∑

i

(
c

†
i c

†
i+1

)+ J ′
11

(
c

†
i ci+1

)+ J ′
2

∑

i

(
c

†
i c

†
i+2

)

+ J ′
22

(
c

†
i ci+2

)]+ h.c.

The Hamiltonian H (4.3.15) is to be approximately written in the form of Hg such
that J1, J2 etc. are expressed in terms of J ′

1, J ′
2 etc. The renormalised quantities J ′

1,
J ′

2 etc. are obtained by minimising the free energy functional

F/N = F0/N − (〈Hg〉 − 〈H 〉).
Applying Wick’s theorem, F is given by

F/N = F0/N − [−(Γ ′ − Γ
)〈
c

†
i ci − 1/2

〉]

− (J ′
1 − J1 − 2J2

(〈
c

†
i c

†
i+1

〉+ 〈c†
i ci+1

〉)〈
c

†
i ci+1

〉
/2

− (J ′
11 − J1 + 2J2

(〈
cic

†
i+1

〉+ 〈cici+1〉
)〈
c

†
i c

†
i+1

〉
/2

+ J ′
2 − 2J2

[〈
c

†
i ci
〉− 1/2

]〈
c

†
i c

†
i+2

〉
/2

+ J ′
22 − 2J2

[〈
c

†
i ci
〉− 1/2

]〈cici+2〉/2

Variation of F with respect to Γ ′, J ′
1 etc. yields under stationary condition the fol-

lowing equation given in matrix form

M ×

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

−(Γ ′ − Γ )[〈c†
i ci+2〉 + 〈cici+2〉]

[J ′
1 − J1 − 4J2(〈c†

i ci+1〉 − 〈cici+1〉)]/2

[J ′
11 − J1 + 4J2(〈cic†

i+1〉 + 〈cici+1〉)]/2

[J ′
2 + J2(2〈c†

i ci〉 − 1)]/2

[J ′
22 + J2(2〈c†

i ci〉 − 1)]/2

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

where the elements of M are the derivatives of 〈cick〉, 〈c†
i ck〉 etc., with k = i, i + 1

or i + 2, with respect to the parameters Γ ′, J ′
1 etc.

The above equation yields the self-consistent expressions (also J ′
11 = J ′

1 and

J ′
22 = J ′

2) given by (4.3.24a), (4.3.24b), (4.3.24c). The correlations 〈c†
i cj 〉 and 〈cicj 〉

at zero temperature are expressed as [360, 423]

〈
c

†
i cj
〉= δij /2 + (1/2π)

∫ π

0
dk
[
Γ ′ + (J ′

1 cosk
)
/2 − (J ′

2 cos 2k
)
/2
]

× (cosk(i − j)
)
/λk

〈cicj 〉 = (1/2π)
∫ π

0
dk
[(
J ′

1 sink
)
/2 − (J ′

2 sin 2k
)
/2
](

sin k(i − j)
)
/λk

where

λk = 4
[(
Γ ′)2 + (J ′

1

)2
/4 + (J ′

2

)2
/4 + Γ ′J ′

1 cosk − Γ ′J ′
2 cos 2k − J ′

1J
′
2 cosk/2

]
.
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In the region κ ′ < 0.5, we put Γ ′/J ′
1 = (1 − κ ′) to get

Γ/J1 = 2
[
I1
(
J ′

1 + J ′
2

)+ J ′
2I3
]
/
(
J ′

1I1 − 4J ′
2I2
)

where

J1 = J ′
1 − 4J ′

2I2/I1, J2 = 2πJ ′
2/I1

and the integrals I1, I2 and I3 are given by

I1 =
∫ π

0
dk
[
(1 + cosk)− κ ′(1 − cosk)

]

= 2
[
α
{
1 − 1/

(
2
(
1 − κ ′))}+ {−4κ ′(1 − κ ′)+ 1

}1/2
/
(
1 − κ ′)]

I2 =
∫ π

0
dk
[
(cos k + 1)/(2λk)

]= α

I3 =
∫ π

0
dk
[−(cos 2k − 1)κ ′ + cosk + cos 2k

]
/(2λk)

= [1 − 4κ ′(1 − κ ′)]1/2
/κ ′ + α

[
1 − 1/

(
2κ ′)]

with

α = [−1/
{
κ ′(1 − κ ′)}1/2][

sin−1 2
{−4κ ′(1 − κ ′)+ 1/2

}− π/2
]
/2.

In the other region κ > 0.5, Γ ′/J ′
1 = |κ ′|, and

J2/J1 = −2πκ ′/
(
I ′

1 + 4I ′
2κ

′)

where

I ′
1 =

∫ π

0
dk
[
cosk − κ ′(1 + cos 2k)

]
/(2λk) = 0

I ′
2 =

∫ π

0
dk
[(

1/2 + κ ′ cosk
)

cos2 k + sin2 k + κ ′ sin2 k cosk
]
/λk = π

therefore J2/J1 = −1/2 for all values of κ ′ and Γ/J1 = 0 identically for κ = 0.5.

4.A.2 Large S Analysis: Diagonalisation of the Hamiltonian
in Spin Wave Analysis

In the spin wave analysis, in each phase, the angles θi are determined by minimising
the energy given by (4.4.1). Here, new spin variables S̃ are introduced

S̃z
i = Sz

i cos θi + Sx
i sin θ1

S̃x
i = Sx

i cos θi − Sz
i sin θi

which obey the same commutation relations of the old ones. Since
(
S̃x
i

)2 + (S̃y
i

)2 + (S̃z
i

)2 = S2
c
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where

Sc = [S(S + 1)
]1/2 = S + 1/2 +O(1/S).

One can expand S̃z
i in terms of S̃x

i and S̃
y
i :

S̃z
i = Sc − 1

2Sc

[(
S̃x
i

)2 + (S̃y
i

)2]+ O

(
1

S2
c

)
.

Introducing canonically conjugate variables qi = S̃x
i /

√
S and pi = S̃

y
i /

√
S which

satisfy [qi,pj ] = iδij to O(1) in S. The Hamiltonian in phase p is then given by

H = E0(p)+ 1

2

∑

i

[
fi
(
p2
i + q2

i

)+ giqiqi+1 + hiqiqi+2
]

where

fi = cos θi
[
cos θi+1 + cos θi−1 − κ(cos θi+2 + cos θi−2)

]+ Γ sin θi

gi = −2 sin θi sin θi+1, hi = 2κ sin θi sin θi+2.

Now the Hamiltonian can be diagonalised in the momentum space. One then defines
the variables

qk = (1/
√
N )

N∑

n=1

qn eikn

pk = (1/
√
N )

N∑

n=1

pn eikn.

Provided (fi, gi, hi) are independent of i (which is true for the three elementary
phases), a diagonal form of the Hamiltonian is obtained:

HQ(p) = 1

2

∑

k

(Akpkp−k +Bkqkq−k)

where Ak and Bk are real and even functions of k.

4.A.3 Perturbative Analysis

In this Appendix we shall present a first order perturbation theory [67] where the
unperturbed Hamiltonian is Hcl and the perturbation is Hp . We start by noting that
at κ = 0.5 the ground state of Hcl is a state with high degeneracy and any spin
configuration that has no spin-domain of length unity can be the ground state. The
number of domain walls is immaterial and can be anything between 0 and N/2, N
being the total number of spins. (Of course, for periodic boundary there can be only
an even number of walls.) Let us denote the set of all such configurations as S .
Also, let the population of this set be ν which incidentally is of the order of gN ,



100 4 ANNNI Model in Transverse Field

where g = (
√

5+1)/2 [247]. Now, the first-order correction to the eigenvalue [347]
are the eigenvalues of the ν × ν matrix P , whose elements are

Pαβ ≡ 〈α|Hp|β〉
where |α〉 and |β〉 are configurations within S . We shall now transform P to a
block diagonal structure. Note that Sx

j |β〉 ∈ S if and only if the j -th spin lies at
the boundary of a domain, and the domain too has length larger than 2. Also, in
such a case, Sx

j operating on |β〉 will translate the wall at the left (right) of the
j -th site by one lattice spacing to the right (left). This indicates that Pαβ �= 0 if and
only if |α〉 and |β〉 have equal number of domain walls. Thus, we can break up S
into subsets S (W), where S (W) contains all possible spin distributions with W

walls (W = 2,4, . . . ,N/2). Now, the ν × ν matrix P gets block-diagonalised into
matrices P(W) of size νW × νW , where

Pαβ(W) ≡ 〈α|Hp|β〉 (4.A.1)

where νW is the population of S (W) and |α〉, |β〉 ∈ S (W). Now, it can be seen
that the longitudinal term in Hp only contributes a diagonal term rΓ (N − 4W) to
Pαβ(W), so that one can write

P(W) = M(W)+ rΓ (N − 4W)1 (4.A.2)

where 1 is the νW × νW unit matrix, Mαβ(W) ≡ 〈α|Hq |β〉 and Hq = −Γ
∑

j S
x
j

is the transverse part of Hp . Thus the non-trivial problem is to solve the eigenprob-
lem of M(W).

To solve the eigenproblem of matrices M(W), let us construct from each member
|α〉 of S (W) a configuration |α′〉 by removing one spin from each spin domain. The
total number of spins in |α′〉 will obviously be N −W = N ′, say. Such a transforma-
tion was also used by Villain and Bak [412] for the case of two-dimensional ANNNI
model. It is crucial to observe that the set S ′(W) composed of the states |α′〉 is then
nothing but the set of all possible distributions of N ′ spins with W walls, with no
restriction on the domains of length unity. Hence 〈α′|∑N ′

j=1 S
x
j |β ′〉 is non-zero only

when 〈α|∑N
j=1 S

x
j |β〉 is non-zero and

M ′
αβ(W) ≡ 〈α′∣∣Hq

∣∣β ′〉= Mαβ(W)

The eigenproblem of M ′(W) becomes simple once we observe that S ′(W) is noth-
ing but the set of degenerate eigenstates of the usual classical Ising Hamiltonian

H ′
0 = −J

N ′∑

j=1

Sz
jS

z
j+1

corresponding to the eigenvalue

EW = −J
(
N ′ − 2W

)
. (4.A.3)

Thus, if we perturb H ′
0 by Hq , then the first-order perturbation matrix will assume

a block diagonal form made up of the matrices M ′(W) for all possible values of W .
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To solve the perturbation problem for H ′
0 +Hq , we note that this Hamiltonian is

nothing but the standard transverse Ising Hamiltonian

HT I = −
N ′∑

j=1

[
JSz

jS
z
j+1 + Γ Sx

j

]
.

The exact solution for this Hamiltonian is known (Chap. 2). The exact expression
for the energy eigenstates are

E = 2Γ
∑

k

ξkΛk (4.A.4)

where ξk may be 0, ±1 and k runs over N ′/2 equispaced values in the interval
0 to π . Also, Λk stands for

√
(λ2 + 2λ cosk + 1), where λ is the ratio J/Γ . For

Γ = 0, the energy E must be the same as EW of (4.A.3), so that

2
π∑

k=0

ξk = −(N ′ − 2W
)
. (4.A.5)

and the first order perturbation correction to this energy is
(
∂E

∂Γ

)

Γ=0
= 2

π∑

k=0

ξk cosk.

They are therefore also the eigenvalues of the M ′(W) matrix. Thus the eigenvalues
of the matrix P(W) of (4.A.2) are

EP = rΓ (N − 4W)+ 2Γ
π∑

k=0

ξk cosk. (4.A.6)

Keeping N fixed we have to find, for which value of W and for which distribution
of ξk , EP is minimum subject to the constraint (4.A.5). For a given value of

∑
ξk ,

this minimisation is achieved if −1 (+1) values of ξk accumulate near large positive
(negative) values of cosk. Let the desired distribution be

ξk =
⎧
⎨

⎩

−1 for k = 0 to θ

0 for k = θ to φ

1 for k = φ to π.

(4.A.7)

Equation (4.A.5) now gives

N/N ′ = (4π − θ − φ)/2π (4.A.8)

and one obtains,

EP = − NΓ

4π − θ − φ

[
r(4π − 3θ − 3φ)+ 2(sin θ + sinφ)

]
.

Minimising EP with respect to θ and φ, we find that θ = φ = θ0 (say) where

2πr = sinφ0 + (2π − φ0) cosφ0. (4.A.9)
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The minimum value of EP is given by,

E(1) = −NΓ [3r − 2 cosφ0]. (4.A.10)

This is the final expression for the (exact) first order perturbation correction to
ground state energy. It is easily seen that for r < −0.5, that is, for Γ/J < (1 − 2κ),
one has φ0 = π and W = 0 (ferromagnetic phase), while for r > 1, that is
Γ/J < (κ − 0.5), one has φ0 = 0 and W = N/2 (antiphase). As r varies from −0.5
to 1, φ0 gradually changes from π to 0 according to (4.A.9). It can also be seen that
Also d2E(1)/dΓ 2 diverges at r = −0.5 and 1, indicating two critical lines there.
It can be shown [67] that except for these two values of r , E(1) and all its higher
derivatives remain finite. We can now conclude that the phase diagram is either like
Fig. 4.8(a) or like Fig. 4.8(b). We shall now show that an analysis of longitudinal
susceptibility points to the possibility of the former.

Let us call the eigenstate of H ′
0 +Hq corresponding to θ = φ = φ0 as |ψ ′〉. This

state will be composed of the spin-distributions that belong to S ′(W) and can be
written as

∣∣ψ ′〉=
∑

j ′
aj ′
∣∣j ′〉

where |j ′〉 runs over all the states in S ′(W). Let us construct from each state
|j ′〉 another state |j 〉 by augmenting each domain by a single spin. Thus for
|j ′〉 = |+++−−++++〉, |j 〉 will be |++++−−−+++++〉. Then we combine
these states with the same coefficients to get a state

∑
j aj |j 〉 where aj = aj ′ . The

procedure for constructing M ′ from M indicates that
∑

j aj |j 〉 is an eigenstate of
M(W) and hence of P(W) (see (4.A.2)) and this eigenstate is nothing but the zero-
th order eigenfunction |ψ(0)〉 for the perturbed ground state of Hcl +Hp . One should
observe that although the spin-spin correlation may not be equal for |j 〉 and |j ′〉, the
longitudinal magnetisation Mz must be the same for them as equal number of pos-
itive and negative spins have been added while transforming |j ′〉 to |j 〉. Thus, the
longitudinal susceptibility

χz ∝ 〈M2
z

〉− 〈Mz〉2

of |ψ(0)〉 must be the same as that of |ψ ′〉. The spin-spin correlation

Cz(n) ≡ 〈Sz
i S

z
i+n

〉

for |ψ ′〉 may be calculated by evaluating the corresponding Toeplitz determi-
nants [68]. In the case of Γ < J , for the entire range 0 < φ0 < π , the correlation
is

Cz(n) = A
1√
n

cos
[
n(π − φ0)

]

where A is a constant. This is clearly a floating phase since Cz(n) decays alge-
braically with n. The susceptibility χz is hence infinity for both the states |ψ ′〉
and |ψ(0)〉. This leads us to the conclusion that the zero-th order eigenstate is in
floating phase and hence, at least for small values of Γ , the ground state of trans-
verse ANNNI chain must be a floating phase for all values of r between −0.5 and 1.
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Of course, for large values of Γ the perturbation corrections may cancel the diver-
gence of susceptibility and lead to a paramagnetic state.

One signature of floating phase or diverging correlation length is vanishing
mass-gap. Analysis of mass gap corroborates the fact that Fig. 4.8(b) rather than
Fig. 4.8(a) holds true. Let us now study the first order (in Γ ) correction to the mass-
gap. Clearly the first excited state is the smallest possible value of EP other than the
ground state E(1). To find the lowest excitation over the ground state, we note that
such excitation is possible either (i) by keeping

∑
ξk fixed and rearranging the ξk

values; or (ii) by altering θ and φ and thus altering
∑

ξk . For (i) the lowest excita-
tion will correspond to an interchange of +1 and −1 at k = φ0, which will lead to a
mass gap (for the whole system)

Δ(1) = 8πΓ λ sinφ0

N ′Λφ0

.

For (ii) this quantity will be

Δ(1) = 1

2

(
∂2EP

∂θ2

)

θ=φ0

(δθ)2

where δθ is the smallest possible deviation in θ at φ0. As the smallest possible
change in W , and hence in N ′ is 2, we get from (4.A.8)

δθ = 2(2π − θ)2

πN
∼ 1

N
.

This shows that for both the mechanisms (i) and (ii), the mass gap Δ(1) vanishes as
N → ∞ for all values of φ0 between 0 and π . This shows that for all values of r
between −0.5 and 1 there must be floating phase for small Γ .



Chapter 5
Dilute and Random Transverse Ising Systems

5.1 Introduction

The study of phase transitions in diluted magnetic systems (with random nonmag-
netic impurities) and in random magnetic systems (with random interactions) has
been an intriguing area of enormous theoretical as well as experimental investiga-
tions over the last half century [188, 382, 415]. Though dilution can be both “an-
nealed” or “quenched” type, the latter is richer in the sense that it helps understand-
ing a wide variety of novel physical systems. As is well established, the quenched
dilute magnetic systems exhibit the “percolative behaviour” [375] and the lattice
fluctuations induce a crossover from the thermal critical behaviour to geometrical
(percolative) critical behaviour in the vicinity of the percolation threshold. We dis-
cuss here the general features of the phase diagram of the dilute Ising system in
transverse field, and the transition (critical) behaviour across such phase boundary.
Randomness, on the other hand, may have a crucial influence on the property of
phase transitions, ever though it does not bring frustration. It is known that a weak
singularity called the Griffiths singularity [161] in the free energy arises away from
the critical point due to the presence of randomness. The effect of the Griffiths sin-
gularity is more marked near the quantum phase transition at zero temperature than
the thermal phase transition. We see in the latter part of this chapter that unusual
critical behaviours characterise the quantum phase transition in random transverse
field Ising models.

5.2 Dilute Ising System in a Transverse Field

The Hamiltonian for a nearest-neighbour interacting ferromagnetic (classical) Ising
Hamiltonian, with quenched dilution, is written as

H = −J
∑

〈ij〉
Sz
i S

z
j ηiηj , (5.2.1)
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Fig. 5.1 Schematic phase
diagram of quenched
site-diluted Ising
ferromagnet. p is the
magnetic ion concentration
and Tc(p)/Tc(1) is the
reduced transition
temperature. pc is the
percolation threshold [382]

or

H = −J
∑

〈ij〉
Sz
i S

z
j ηij , (5.2.2)

where Sz
i are usual Pauli spin operators and ηi ’s (or ηij ’s) are the uncorrelated site

(or bond) disorder variables taking the values 0 or 1 at each site according to the
probability distribution

P(ηi) = (1 − p)δ(ηi)+ pδ(ηi − 1), (5.2.3a)

or

P(ηij ) = (1 − p)δ(ηij )+ pδ(ηij − 1), (5.2.3b)

such that ηi = p or ηij = p. In the site diluted case p denotes the magnetic ion
concentration. Here, the over-head bar denotes the configuration averaging over the
distribution of disorder given by (5.2.3a), (5.2.3b). The free energy of the quenched
magnetic systems is given by

F = −kBT lnZ (5.2.4)

where Z is the partition function of the system for a particular realisation of disorder.
The site-diluted and bond-diluted systems exhibit the same critical behaviour. The
schematic phase diagram of the quenched site-diluted Ising system is shown in the
Fig. 5.1, which shows that the pure system critical temperature decreases with the
decrease of magnetic ion concentration (p) until it goes to zero at the percolation
threshold (pc).

Efforts have been made to study the effect of quantum fluctuations, generated
by a transverse field, on the phase transitions in classical diluted magnetic Hamil-
tonian [170]. The Hamiltonian describing the site or bond-diluted classical Ising
system in the presence of a transverse field can be written as

H = −J
∑

〈ij〉
Sz
i S

z
j ηiηj − Γ

∑

i

Sx
i ηi, (5.2.5a)
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H = −J
∑

〈ij〉
Sz
i S

z
j ηij − Γ

∑

i

Sx
i , (5.2.5b)

where Γ is the strength of the transverse field. One can immediately conjecture the
qualitative phase diagram of the system (see Fig. 5.2). Obviously, for dimension
d ≥ 2, the critical transverse field Γc(T ,p) is a function of the concentration of
magnetic ions (p) and temperature (T ). As p decreases the phase boundary shrinks
to lower values of Γ and Γc vanishes at p = pc. In the zero-temperature limit, the
quantum phase transition due to the transverse field crosses over to a percolative
phase transition at the percolation threshold p = pc. The zero-temperature critical
transverse field shows a discontinuous jump at the percolation threshold pc. For the
one dimensional model Tc = 0 and pc = 1, which suggests that in this case, even in
the zero-temperature limit, the long-range order will be destroyed for any Γ with
infinitesimally small nonzero value of p.

5.2.1 Mapping to the Effective Classical Hamiltonian:
Harris Criterion

Let us consider a nearest-neighbour site or bond-diluted transverse Ising system on
a d-dimensional lattice. The zero-temperature quantum phase transition in a trans-
verse Ising model on a d-dimensional lattice is equivalent to the finite-temperature
thermal phase transition in an extremely anisotropic classical Ising Hamiltonian
with one added dimension, namely the Trotter dimension. Using the Suzuki-Trotter
formalism (see Sect. 3.1), we obtain the equivalent classical Hamiltonian for the
quantum Hamiltonians (5.2.5a) or (5.2.5b), in the M-th Trotter approximation

Heff = −(J/M)
∑

〈ij〉

M∑

k=1

SikSjkηiηj − (1/2β) ln
[
coth(βΓ/M)

]

×
∑

i

∑

k

SikSi,k+1ηj , (5.2.6)

where k indicates the Trotter index. In the zero temperature limit (M → ∞), the
quantum transition in the original quantum Hamiltonian (5.2.5a), (5.2.5b) falls
in the same universality class with the thermal phase transition in the equivalent
anisotropic D = d + 1 dimensional classical model with the disorder (distribution
of magnetic atoms) correlated (striped) in the Trotter direction (i.e., we get M iden-
tical copies of the original system with the unaltered distribution of magnetic atoms,
connected through ferromagnetic bonds in the Trotter direction). If one starts with a
one dimensional diluted transverse Ising chain by employing Suzuki-Trotter formal-
ism [386], one ends up with a two-dimensional classical Ising system with identical
disorder in each Trotter replica, namely the McCoy-Wu model [264, 269, 270].

To see whether the dilution in the classical magnetic systems changes the univer-
sality of the magnetic phase transition in those models in the presence of dilution,
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one might consider the “Harris criterion” [169], which in normal cases (isotropic
disorder) suggests that if the specific heat exponent (α) of the pure system is posi-
tive, the dilution changes the universality of magnetic transition and renormalisation
group flow takes the system away from the nonrandom fixed point. For α < 0, the
dilution does not affect the critical behaviour and the criterion is inconclusive for
α = 0. However such quantum disordered cases require a modified Harris criterion.
As mentioned earlier, the zero-temperature quantum phase transition in the dilute
transverse Ising system falls in the same universality class with the thermal phase
transition in D(= d + 1)-dimensional Ising system with striped randomness. To de-
rive the required condition for the dilution to be a relevant parameter one must con-
sider the “Harris criterion” [249, 382] for the systems with randomness correlated
in one particular (Trotter) direction. If we consider a domain having the dimension
of the order of the correlation length ξ , the fluctuation in the critical temperature
due to randomness is given as

ΔTc ∼ ξ− (D−1)
2 ∼ (ΔT )(D−1)ν/2, (5.2.7)

since the randomness is correlated in a particular direction and the correlation length
for the pure system diverges as (T − Tc)

−ν . So the random field is now a relevant
parameter if (D − 1)ν < 2, or

α + ν > 0, (5.2.8)

where both α and ν are exponents for the pure classical Ising system in D = d + 1
dimensions. Since for the pure classical Ising system the condition (5.2.8) is satisfied
in all dimensions from D = 2 (α = 0 and ν = 1, for D = d + 1 = 2) upwards (for
D ≥ 4, α = 0 and ν = 1), one can readily conclude that in the dilute classical Ising
system in (d + 1)-dimensions with correlated randomness, the fluctuations induced
by the random fields are relevant and dominate the thermal fluctuations. Hence, the
universality class of the magnetic transition in transverse Ising systems with dilution
is expected to be different from that in the pure case.

5.2.2 Discontinuous Jump in Γc(p,T = 0) at the Percolation
Threshold

Using a heuristic argument, one can conclude that the zero-temperature critical field
Γc (p,T = 0) is discontinuous at p = pc in the case of diluted transverse Ising
system with dimensionality greater than unity [170]. This can be understood in
the following way: below the percolation threshold p < pc , the system does not
percolate and hence no long-range order exists for any finite value of Γ , giving
Γc (p,T = 0) = 0, whereas for p > pc, Γc (p,T = 0) ≥ Γ

(1)
c , where Γ

(1)
c is the

zero-temperature critical field for the one-dimensional transverse Ising system (see
Sect. 2.2). This finite value of critical field Γ

(1)
c is the minimal requirement to de-

stroy the order in “chain-like” structures occurring at the percolation threshold con-
centration. In fact, the percolation cluster is more connected than a chain [375],
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Fig. 5.2 Schematic phase
boundary of the bond-diluted
two-dimensional zero
temperature Ising model in a
transverse field Γ . The
transverse field shows a
discontinuous jump at the
percolation threshold pc

[382]

and these additional connectivity suggests Γc (pc, T = 0) > Γ
(1)
c . One thus expects

the Γc (p,T = 0) to jump discontinuously from zero to a value at least Γ (1)
c as p

increases through pc (see Fig. 5.2).

5.2.3 Real-Space Renormalisation Group Studies and Scaling

As discussed in Chap. 2, the zero-temperature quantum phase transition in the pure
transverse Ising chain Hamiltonian

H = −λ
∑

i

Sz
i S

z
i+1 −

∑

i

Sx
i (5.2.9)

is characterised by only one relevant parameter λ = J/Γ . One therefore seeks a
renormalisation-group transformation

λ → λ
′ = F(λ) (5.2.10)

relating the parameter λ and λ
′

of the original system and one dilated by a length
scale factor b. In order to capture the singular critical properties or the scaling ansatz
(5.2.10) explicitly, the dependence of the diverging correlation length on the param-
eter λ (or λ

′
) is to be found out. To do that [381], one has to recall the equivalence

between the anisotropic classical Ising Hamiltonian to the transverse Ising Hamil-
tonian in the Hamiltonian limit (see Sect. 3.A.2). Let us consider an anisotropic
classical Ising Hamiltonian on a square lattice

H = −J1

∑

i,k

Si,kSi+1,k − J2

∑

i,k

Si,kSi,k+1. (5.2.11)
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With tα = tanhβJα , α = 1,2, the extreme anisotropic limit is given by

t1 → 1 and t2 → 0 (5.2.12)

when one can derive the equivalent quantum Hamiltonian (see Sect. 3.A.2)

H = −
∑

i

Sz
i S

z
i+1 − λ

∑

i

Sx
i , (5.2.13)

where the parameter λ is given by

λ = lim
t̃1,t2→0

(
t2

t̃1

)
, where t̃1 = 1 − t1

1 + t1
. (5.2.14)

Note that t̃1 tends to 0 as t1 → 1. For the anisotropic square lattice Ising model
the decay of correlation function in the direction of J2 (which becomes the chain
direction of the equivalent transverse Ising model) is characterised by a correlation
length ξ given by [426]

exp(−a/ξ) =
(
t̃1

t2

)2

T < Tc (5.2.15)

=
(
t2

t̃1

)
T > Tc (5.2.16)

where a is the lattice constant. The correlation length of quantum transverse Ising
chain is therefore, given by (since Tc in the classical transition corresponds to λ = 1
in the quantum transition and T < Tc corresponds to t2 > t̃1, λ > 1 in the quantum
case and vice versa)

ξ(λ) = a

2 lnλ
λ > 1 (5.2.17)

= a

ln(1/λ)
λ < 1, (5.2.18)

which agrees with the exact result. The renormalisation group transformation must
leave the specific critical properties arising from diverging correlation length invari-
ant. When the zero-temperature transverse Ising chain is dilated by a factor b,

ξ(λ) = bξ
(
λ

′)
, (5.2.19)

or, equivalently,

λ
′ = λ

b = F(λ) (5.2.20)

This is the exact phenomenological scaling relation for the pure transverse Ising
chain. Clearly it yields the exact values of the critical fixed point λ

∗
(= 1) and

the critical exponent ν(= 1) [312] where the latter is obtained by linearising the
renormalisation group equation (5.2.20) in the neighbourhood of the critical fixed
point λ

∗
. Also the scaling relations satisfy the “duality relation” [149].
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The scaling relations (5.2.20), obtained for the pure transverse Ising system, can
readily be generalised to treat the bond-diluted transverse Ising chain. Considering
a dilation of length scale by a factor b, the scaling relation can be written as

λ
′ =

b∏

i=1

λi, (5.2.21)

where the product is over b neighbouring bonds and the renormalised coupling is
zero if any of the b bonds is absent. For the bond-diluted chain the parameters λ’s
are randomly distributed with a binary probability distribution

P(λi) = (1 − p)δ(λi)+ pδ(λi − λ). (5.2.22)

Under renormalisation group transformation, this distribution will be transformed
by virtue of the relation (5.2.21), to the new distribution

P ′(λ′
i

)=
∫ b∏

i=1

dλi

b∏

i=1

P(λi)δ

(
λ

′
i −

b∏

i=1

λi

)
. (5.2.23)

One now demands the scaled distribution of bonds to be once again binary as the
original distribution so that

P ′(λ′
i

)= (1 − p′)δ
(
λ

′
i

)+ p′δ
(
λ

′
i − λ

′)
(5.2.24)

where

p′ = pb, and λ′ = λb. (5.2.25)

The essence of this approximation is that under renormalisation group transforma-
tion the dilute system scales to an equivalent dilute system with scaled parameters.

Using the recursion relations of the interaction strength and probability (5.2.25),
one can readily find out the nontrivial fixed point (λ

∗
,pc = p∗) = (1,1), which is, as

expected, the pure transverse Ising fixed point [312]. The eigenvalues of Eq. (5.2.25)
linearised around the critical fixed point are given as

Λp ≡ dp′

dp

∣∣∣∣
p∗,λ∗ = bνp , Λλ ≡ dλ

′

dλ

∣∣∣∣
p∗,λ∗ = bνλ . (5.2.26)

Since the correlation length scales with the length scale, one finds the correlation
length exponents given by [382]

νp ≡ lnb

lnΛp

= 1, νλ ≡ lnb

lnΛλ

= 1, (5.2.27)

and the crossover exponent [382] is given by

φ = νλ

νp
. (5.2.28)

The exact results for the bond-diluted transverse Ising system can be put in the scal-
ing form, in the neighbourhood of the critical fixed point, for the inverse correlation
length

1

ξ
= |λ− 1|Φ

[
1 − p

|1 − λ|
]
. (5.2.29)
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Fig. 5.3 (a) Scaling of two adjacent bonds of a quantum transverse Ising chain. (b) Approximate
cluster scaling for two-dimensional case (λ1234 = λ

′
here)

It should be noted at this point that the phenomenological scaling is exact only
in the bond-diluted chain case, as the decay of correlation functions in the equiv-
alent McCoy-Wu model [382] is exactly known. The scaling procedure is only
approximate for the site-diluted (chains) or any other more general random sys-
tem.

Using this concept of phenomenological scaling relations, different real-space
renormalisation techniques have been employed to study the phase diagram of the
bond-diluted transverse Ising systems in one and two dimensions [380]. The deci-
mation [382] of two neighbouring bonds in the bond-diluted transverse Ising chain
yields

λ
′ = λ1λ2 (5.2.30)

Using (5.2.21)–(5.2.24) one obtains the recursion relation for p and λ given by

p′ = p2, λ
′ = λ

2
, (5.2.31)

which clearly gives the exact values of νλ, νp and φ for the bond-diluted transverse
Ising chain. The extension to the higher dimensional systems can only be performed
approximately. If one performs a bond moving [382] transformation on the two
dimensional pure transverse Ising system on a square lattice with b = 2, one obtains
the recursion relation given by (see Fig. 5.3)

λ
′ = 1

2
(λ1λ2 + λ3λ4). (5.2.32)

In the bond-diluted system the parameter λi is present with a probability p, the
scaled parameters can readily be written as (using once again (5.2.21)–(5.2.24))

p′ = 2p2 − p4; p2λ′ = p′λ2, (5.2.33)

where λ = 1/λ. The fixed points of the renormalisation group transformation
(5.2.33) are (see Fig. 5.4)
(
p∗, λ∗)= (0,0), (0,1/2), (0,∞), (pc,0), (pc,pc), (pc,∞), (1,1), (1,∞);

(5.2.34)
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Fig. 5.4 Flow lines, fixed
point and critical curve of a
bond diluted two dimensional
zero temperature Ising model
in a transverse field Γ . The
bold line shows the critical
curve [380]

with pc = 0.62. Linearising the above recursion relations (5.2.33) near these fixed
points and employing the relations (5.2.26)–(5.2.28) for extracting the exponents,
one gets the percolation fixed point (pc,pc) doubly unstable with the exponents
νp = 1.62 and νλ = 1. One should also note here that the value of the exponent
νg given for (p∗, λ∗) = (pc,pc) is the same for the pure chain. This reminds us
again that the real space renormalisation does not provide us with accurate val-
ues of the exponents, but it often correctly predicts the phase boundary and renor-
malisation group flow. Here, however, the flow diagram (Fig. 5.4) does not match
the one suggested by the Harris criterion, discussed in Sect. 5.2.1. This is again a
common failure of the small cell real-space renormalisation group (with param-
eter truncation) techniques. It is to be noted that the discontinuity in Γc at pc

in the phase boundary in Fig. 5.4, obtained using the real-space renormalisation
group, clearly matches the expectation as discussed in Sect. 5.2.2. It should be
mentioned here that the one dimensional bond-diluted transverse Ising chain has
also been studied by Uzelac et al. [409] using block renormalisation group tech-
nique which preserves the duality symmetry of the original model. This method
gives better result as the size of the block is increased. This method has been ex-
tended by Bhattacharya and Ray [37] to study the phase diagram of a site-diluted
transverse Ising system on triangular lattice. This study also gives a qualitatively
correct phase diagram but the flow diagram does not again match with the predic-
tion of Harris criterion. In concluding this section, we would also like to mention
about some recent studies on dilute transverse Ising systems with higher spin val-
ues; see e.g., the mean field studies on site dilute spin-3/2 transverse Ising system
[405].
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5.3 Critical Behaviour of Random Transverse Field Ising Models

The quantum phase transition in disordered systems is different in nature in many
aspects from the phase transition in the classical systems, driven by thermal fluctu-
ations. For example, the existence of Griffiths singularity in part of the disordered
phase is much more prominent in the case of quantum phase transition. Griffiths
[161] showed that in part of the disordered phase, rare regions, which are more
strongly correlated than the average and which are locally ordered, cause the free
energy to be a non-analytic function of the magnetic field. However, in a classical
system, this effect is very weak and all the derivatives of free energy are finite. The
random transverse field Ising model given by the Hamiltonian

H = −
∑

〈ij〉
JijS

z
i S

z
j −

∑

i

ΓiS
x
i , (5.3.1)

where the interaction Jij ’s and random field Γi’s are both independent random vari-
ables with a distribution π(J ) and ρ(Γ ), shows a prominent Griffiths phase and
a quantum phase transition characterised by so-called an infinite randomness crit-
ical point. This has been established for one dimensional systems using both real
space renormalisation techniques [138, 139] and numerical diagonalisation tech-
niques [439] (see Refs. [188, 415] for reviews). More recently, several studies using
quantum Monte Carlo simulations [315, 329] and numerical renormalisation group
techniques [214, 235, 236, 248, 285] have shown the presence of the Griffiths phase
and the infinite randomness critical point in two- or three-dimensional systems. We
exclusively focus on random ferromagnetic models which do not involves frustra-
tion in the present section. Frustrated spin glass models are discussed in Chap. 6.

5.3.1 Analytical Results in One Dimension

The Hamiltonian of the random transverse Ising chain is given by

H = −
N∑

i=1

JiS
z
i S

z
i+1 −

N∑

i=1

ΓiS
x
i . (5.3.2)

Using the Suzuki-Trotter formalism (see Sect. 3.1), one can readily see that the zero-
temperature transition in this model is equivalent to the thermal phase transition in a
classical Ising model, where both horizontal and vertical bonds are random. This is a
generalised version [368] of the original McCoy-Wu model [269]. The Hamiltonian
does not incorporate frustration because the disorder is not gauge invariant. One can
always make a gauge transformation to make all the interactions Ji and transverse
field Γi at each site positive.

The analytical results obtained using real-space renormalisation group studies
are given below [138, 139]. Defining

ΔΓ = lnΓ ; and ΔJ = lnJ (5.3.3)
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where over-head bar denotes the average over disorder, the critical point is given by

ΔΓ = ΔJ . (5.3.4)

Clearly this is satisfied if the distribution of bonds and sites are identical, and the
critically follows from the duality, i.e., one can perform a duality transformation
from the site to bond variables (see Sect. 2.1.1) so that the roles of the transverse
field and the interaction are reversed. Thus if the distribution of these are identical
i.e., π = ρ, one expects to be at the critical point. For ΔΓ > ΔJ , the system is
paramagnetic, whereas for ΔΓ <ΔJ , there is a nonzero, but unknown, spontaneous
magnetisation. McCoy and Wu [264, 269] showed that there is only an essential
singularity in the ground state energy density at the critical point, in contrary to the
behaviour in the pure system. A convenient measure of the deviation from critically
is given by Fisher [138, 139]

δ = ΔΓ −ΔJ

(lnΓ )2 −Δ2
Γ + (lnJ )2 −Δ2

J

. (5.3.5)

From the renormalisation group results [138, 139] one concludes that at zero temper-
ature, the longitudinal magnetisation in the presence of a small longitudinal field h,
is give by the scaling form

m(δ,h) = μ
[
ln(Dh/h)

]2−φ
M

[
δ ln

(
Dh

h

)]
(5.3.6)

where both δ and (1/ lnh) are small but their ratio tends to some constant value.
Here the exponent φ = (1/2)(1 + √

5 ), while μ and Dh are non-universal dimen-
sional constants. At the critical point δ = 0

m(h) ∼ 1

| lnh|2−φ
(5.3.7)

for small h. In the ordered phase (δ < 0), the spontaneous magnetisation scales
with δ

m0(δ) ∼ (−δ)β; with β = 2 − φ. (5.3.8)

In the disordered phase (δ > 0), the scaling function (5.3.6) yields a continuously
variable power law singularity for small h

m(h) ∼ δ3−φh2δ| lnh|, (5.3.9)

so that the linear susceptibility χ is infinite for a range of δ in the disordered phase,
i.e., Griffiths singularities occur in this region. For δ � 0 (much away from the
critical point) χ is finite but still a weaker power law singularity in m(h) for a wider
range of δ is observed.

At the quantum critical point the scaling behaviour of the characteristic time (τ )
with the characteristic length scale l is given by τ ∼ lz, where z is the dynamical
exponent. For the present model z diverges at the critical point

z = ∞ (at δ = 0), (5.3.10)



116 5 Dilute and Random Transverse Ising Systems

which means that the time scale varies as the exponential of the square root of the
corresponding length scale. The distribution of the local relaxation time is predicted
to be very broad. In the disordered phase, there is still a broad distribution of re-
laxation times because of Griffiths singularity and consequently, one can define a
dynamical exponent z which varies with δ, and diverges as

z ∼ 1

2δ
(5.3.11)

as δ → 0. Further, inside the disordered phase, when all the transverse fields are
greater than all the interactions, the Griffiths singularities disappear and the distri-
bution of the relaxation times becomes narrow. As one approaches the end of the
Griffiths phase, z vanishes. Using (5.3.11) in (5.3.9) we see that the singular part of
the longitudinal magnetisation behaves in the disordered phase as

m ∼ |h| 1
z . (5.3.12)

Real space renormalisation approach [138, 139] predicts a large fluctuation in the
longitudinal spin-spin correlation function Cij = 〈Sz

i S
z
j 〉. The average and typical

correlations behave quite differently. The average correlation function

Cav(r) = 1

L

L∑

i=1

〈
Sz
i S

z
i+r

〉
, (5.3.13)

varies as a power law at the critically

Cav(r) ∼ 1

r2−φ
at δ = 0. (5.3.14)

φ being the golden mean, the power in (5.3.14) is 0.38. Away from the critically,
the average correlation decays exponentially at a rate given by the true correlation
length, ξ , where

ξ ∼ 1

δν
with ν = 2. (5.3.15)

To study the “typical” behaviour it is necessary to consider the distribution of
lnC(r). At the critical point

− lnC(r) ∼ √
r, (5.3.16)

with the coefficient in (5.3.16) having a distribution which is independent of r . In
the disordered phase

− lnC(r) ∼ r

ξ
(5.3.17)

for large r , the typical correlation length ξ , has the behaviour

ξ ∼ 1

δν
; ν = 1. (5.3.18)

It should be noted here that the typical correlation length ξ has a different exponent
from the true correlation length ξ .
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5.3.2 Mapping to Free Fermions

Young and Rieger [439], mapped the Hamiltonian (5.3.2) to a free fermion Hamil-
tonian and diagonalised it using standard numerical diagonalisation technique. The
distributions of interaction strengths π(J ) and the transverse field at each site ρ(Γ )

are given by

π(J ) =
{

1 for 0 < J < 1

0 otherwise,
(5.3.19a)

and

ρ(Γ ) =
{
Γ −1

0 for 0 <Γ < 1

0 otherwise.
(5.3.19b)

The distribution (5.3.19a), (5.3.19b) is characterised by a single control parame-
ter Γ0. The system has a critical point at Γ0 = 1, where the system is self-dual (i.e.,
the distributions of Γ and J are identical). The measure of deviation from critically
δ (5.3.5) becomes

δ = (1/2) lnΓ0. (5.3.20)

For the distribution (5.3.19a), (5.3.19b) the Griffiths phase extends through the en-
tire disordered region. For a finite chain of N sites one can perform a Jordan-Wigner
transformation (see Sect. 2.2) to transform the spin system to a system of spinless
fermions described by the Hamiltonian

H = −
N∑

i=1

Γi

(
2c†

i ci − 1
)−

N−1∑

i=1

Ji
(
c

†
i − ci

)(
c

†
i+1 + ci+1

)

+ JN
(
c

†
N − cN

)(
c

†
1 + c1

)
exp(iπL) (5.3.21)

where periodic boundary condition is assumed and L =∑i c
†
i ci , is the number of

free fermions. The Hamiltonian (5.3.21) describes a set of fermions and can readily
be put in the general quadratic form (see Sect. 2.A.2)

H =
∑

ij

[
c

†
i Aij cj + 1

2
c

†
i Bij c

†
j + h.c.

]
(5.3.22)

where A and B are both N × N matrices with elements given as (with periodic
boundary condition)

Aii = −Γi, Aii+1 = −Ji

2
, Ai+1i = −Ji

2
,

Bii+1 = Ji

2
, Bi+1i = −Ji

2
.

(5.3.23)

Clearly A is symmetric and B is antisymmetric. Young and Rieger [439] used stan-
dard diagonalisation techniques for system size N ≤ 128 and studied the ground
state energy, mass gap and the correlation functions.
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Fig. 5.5 A plot of the
distribution of the log of the
energy gap, Δ, at the critical
point Γ0 = 1, for
16 ≤ N ≤ 128. The
distribution is obtained from
the value of the gap for 50000
samples for each size. One
sees that the distribution gets
broader as N increases [439]

Fig. 5.6 A scaling plot of the
data in Fig. 5.5, assuming that
the log of the energy scale
(here Δ) varies as the square
root of the corresponding
length [439]

For a pure transverse Ising system, the mass gap (Δ = E1 − E0) is finite in dis-
ordered phase and tends to zero exponentially with the system size in the ordered
phase. But in the random systems due to statistical fluctuations, there are finite re-
gions, even in the disordered phase, which are locally ordered. These regions will
have a very small energy gap and hence one expects large sample to sample fluctu-
ations in the gap, especially for large system size. Young and Rieger [439], studied
the distribution of lnΔ at the critical point Γ0 = 1 for 16 ≤ N ≤ 128 (Fig. 5.5).
The distribution gets broader with increasing system size which clearly indicates
the divergence of z. The scaling plot for the distribution of lnΔ/N1/2 (Fig. 5.6)
supports the prediction that the log of the characteristic energy scale should vary as
the square root of the length scale. In the disordered phase the distribution curves
(Fig. 5.7) for different sizes look similar but are shifted horizontally relative to each
other, implying that the data scale with a finite value of z. If one tries a scaling form

ln
[
P(lnΔ)

]= 1

z
lnΔ+ const, (5.3.24)
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Fig. 5.7 A plot of the
distribution of the log of the
energy gap (Δ) in the
disordered phase (Γ0 = 3).
Curves for different N are
very similar and just are
shifted relative to each other
[439]

Fig. 5.8 Result for 1/z
against δ. The dashed line
shows the prediction,
z = 1/2δ, which is expected
to be valid for small δ [439]

one estimates z ∼ 1.4. The variation of 1/z with δ as obtained by Young and Rieger
[439] is shown in the Fig. 5.8.

From the log-log plot of the average correlation function at the critical point [439]
one finds that for large system size, at the critically average correlation decays with
an exponent = 0.38, which clearly matches the prediction of Fisher [138]. The log of
the typical correlation function C(r) shows a linear variation with r for large system
size. The scaling function for the distribution of the log of correlation function at
critically (Fig. 5.9 and Fig. 5.10) is monotonic and shows an upturn as the abscissa
approaches zero. This may indicate a divergence and if so, this part of the scaling
function then determines the average correlation function [439].

5.3.3 Numerical Results in Two and Higher Dimensions

Random transverse Ising models in two or higher dimensions may involve frustra-
tion. We here focus on ferromagnetic models without frustration, where the random
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Fig. 5.9 The distribution of
the log of the correlation
function for different values
of r at the critical point [439]

Fig. 5.10 A scaling plot of
the data in Fig. 5.9. The data
collapse well in the region of
fairly high probability,
including the upturn near the
right hand edge (which may
indicate a divergence as the
abscissa tends to 0) [439]

coupling constant Jij and transverse field Γi in the Hamiltonian (5.3.1) obey the
distributions (5.3.19a), (5.3.19b).

In two- or higher-dimensional random transverse Ising models, neither analytic
results of real-space renormalisation group nor mapping to free fermion systems
is available. Pich et al. [315] studied a two-dimensional system using the quan-
tum Monte Carlo method. As in the pure system, the present system shows a ferro-
magnetic long range order at low temperatures and fields. To determine the phase
boundary between the ordered phase and the disordered phase, one may use the
Binder ratio defined by [241]

g = 1

2

(
3 − 〈M4

z 〉
〈M2

z 〉2

)
, (5.3.25)
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Fig. 5.11 Results of quantum Monte Carlo simulations on the random transverse field Ising fer-
romagnet in two dimension. The left axis shows the temperature, while the right axis shows the
inverse of the dynamical exponent multiplied by the dimension (d = 2) in the disordered Griffiths
phase. The result shows that the dynamical exponent z tends to diverge when the transverse field
approaches the critical point

where the longitudinal magnetisation Mz is given by Mz = (1/NM)
∑

i

∑
k S

z
i,k in

the Suzuki-Trotter formalism with the Trotter number M and the number of spins
N (see Sect. 3.1). The Binder ratio (5.3.25) has a finite value in the ordered phase,
while it vanishes in the disordered phase in the thermodynamic limit. On the phase
boundary, it is expected to be independent of the system size. Hence the critical
point Γc for a given temperature T is obtained from the crossing point of g’s with
different sizes as functions of Γ .

Figure 5.11 (left axis) shows the phase diagram obtained by quantum Monte
Carlo simulation and using the analysis of the Binder parameter g [315]. By the
extrapolation to T = 0, the quantum critical point is estimated as Γc = 4.2 ± 0.2.

The disordered Griffiths phase, if it exists, is characterised by the distribution
of the energy gap Δ. The energy gap is related to the local susceptibility at the
ground state χloc =∑M

k=1〈Sz
i,kS

z
i,1〉 through lnχloc ≈ − lnΔ + const. One can see

this relation by observing χloc =∑n>0 |〈Ψn|Sz
i |Ψ0〉|2/(En −E0), where |Ψn〉 is the

nth eigenstate with eigenenergy En, and noting that the scaling behaviour of χloc
is governed by E1 − E0 = Δ. Therefore a small gap corresponds to an ordering in
imaginary-time (Trotter axis) which is in turn local in real space. The probability of
such a small gap is assumed to be proportional to the system size N = Ld . Letting λ

be the exponent of Δ such that the probability distribution of lnΔ is proportional to
Δλ, one can write P(lnΔ) ∼ LdΔλ. If one defines the dynamical exponent z such
that Δ ∼ Lz, it turns out λ = d/z. Thus one reaches the scaling of the distribution
of the local susceptibility [315, 333]

ln
[
P(lnχloc)

]= −d

z
lnχloc + const. (5.3.26)

Pich et al. obtained the exponent z on the basis of (5.3.26) using quantum Monte
Carlo simulation with very low temperatures [315]. The field Γ dependence of d/z
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Fig. 5.12 A plot of the
distribution of the log of the
gap Δ at the critical point for
L = 26, 27, 28, 29, 210, and
211. The inset shows a scaling
plot by − ln(Δ/Δ0)/L

ψ with
lnΔ0 = −1.5 and ψ = 0.48

is shown in Fig. 5.11. The exponent z seems to diverge as the quantum critical point
is approached. This result clearly reveals the Griffiths singularities in the disordered
phase.

At the quantum critical point, the scaling of the distribution of the gap is gen-
eralised from one-dimensional form lnΔ/L1/2 [139, 141, 439] to a d-dimensional
one lnΔ/Lψ [140, 188, 315, 415]. Kovács and Iglói implemented real-space renor-
malisation group numerically in two and higher dimensional systems and obtained
the exponent ψ [235, 236]. Figure 5.12 shows the distributions of the gap for sev-
eral sizes in two dimension [235]. As shown in inset, the data for different sizes
collapse when one choose the scaled variable − ln(Δ/Δ0)/L

ψ with lnΔ0 = −1.5
and ψ = 0.48. Kovács and Iglói have estimated ψ as ψ ≈ 0.46 both for three and
four dimensional systems [236].



Chapter 6
Transverse Ising Spin Glass and Random Field
Systems

6.1 Classical Ising Spin Glasses: A Summary

Spin glasses are magnetic systems with randomly competing (frustrated) interac-
tions [39, 76, 136, 275]. Here, the frustration arises due to the competing (ferro-
magnetic and antiferromagnetic) quenched random interactions between the spins.
The spins in such systems get frozen in random orientations below a certain tran-
sition temperature. Although there is no long range magnetic order, i.e., the space
averages of the spin moments vanish, the spins are frozen over macroscopic scales
of time and hence the time average of any spin is nonzero below the (spin glass)
transition temperature. This time average is treated as a measure of the spin freezing
or spin glass order parameter. Because of frustration, the ground state is (infinitely)
degenerate; the degeneracy being of the order of exp(N) for a system of N spins.
These ground states, as well as the local minima, are however, often separated by
macroscopically large energy barriers (O(N)) which force the system to get trapped,
depending on its history (initial configuration), in one of its degenerate (local) min-
ima. The system thus becomes “non-ergodic” and a spin glass may be described
by a nontrivial order parameter distribution [275, 304–306] in the thermodynamic
limit (unlike the unfrustrated cooperative systems, where the distribution becomes
trivially delta function-like in the same limit).

Several spin glass models have been studied extensively, using both analytic and
computer simulation techniques. The Hamiltonian for such models can be written as

H = −
∑

i<j

Jij S
z
i S

z
j , (6.1.1)

where Sz
i = ±1, i = 1,2, . . . ,N , denote the Ising spins, interacting with ran-

dom (quenched) exchange interactions Jij , which differ in various models. We
will specifically consider three extensively studied models. In the Sherrington-
Kirkpatrick (SK) model [369], Jij ’s are long-ranged and are distributed with a
Gaussian probability (centred around zero)

P(Jij ) =
(

N

2πJ 2

)1/2

exp

(
−NJ 2

ij

2J 2

)
. (6.1.2)
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In the Edwards-Anderson (EA) model [121], the Jij ’s are short-ranged (say between
the nearest-neighbours only), but similarly distributed with Gaussian probability
(6.1.2). (Here, of course, the normalisation factor N is unnecessary.) In another
kind of model, the Jij ’s are again short-ranged, but having a binary (±J ) distribu-
tion with probability p:

P(Jij ) = pδ(Jij − J )+ (1 − p)δ(Jij + J ). (6.1.3)

The disorder in the spin glass system being quenched, one has to perform config-
urational averaging (denoted by overhead bar) over lnZ, where Z (= Tr exp(−βH);
β = 1/kBT ) is the partition function of the spin glass system. To evaluate
lnZ, one usually employs the replica trick, based on the representation lnZ =
limn→0[(Zn − 1)/n]. Now, for classical Hamiltonians (with commuting spin com-
ponents), Zn = ∏n

α=1 Zα = Z(
∑n

α=1 Hα), where Hα is the α-th replica of the
Hamiltonian H in (6.1.1) and Zα is the corresponding partition function. The
spin freezing can then be measured in terms of replica overlaps, and the Edwards-
Anderson order parameter takes the form q = (1/N)

∑N
i=1 〈Sz

i (t)S
z
i (0)〉|t→∞ �

(1/N)
∑N

i=1 〈Sz
iαS

z
iβ〉, where α and β correspond to different replicas.

Extensive Monte Carlo studies, together with the analytical solutions for the
mean field of Sherrington and Kirkpatrick model, have revealed the nature of
spin glass transition recently. It appears that the lower critical dimension for EA
model dc

l , below which the phase transition ceases to occur (with transition tem-
perature Tc becoming zero), is between 2 and 3: 2 < dc

l < 3. The upper critical
dimension dc

u, at and above which mean field results (e.g., those of the Sherrington-
Kirkpatrick model) apply, appears to be 6: dc

u = 6. Within these dimensions d

(dc
l < d < dc

u), the spin glass transition (for the Hamiltonian (6.1.1) with short-range
interactions) occur, and the transition behaviour can be characterised by various
exponents. Although the linear susceptibility shows a cusp at the transition point,
the nonlinear susceptibility χSG =∑r g(r), where g(r) = (1/N)

∑
i 〈Sz

i S
z
i+r 〉2, di-

verges at the spin glass transition point:

χSG ∼ (T − Tc)
−γc , (6.1.4)

g(r) ∼ r−(d−2+ηc)f

(
r

ξ

)
; ξ ∼ |T − Tc|−νc . (6.1.5)

Here ξ denotes the correlation length which determines the length scaling in the
spin correlation function g(r) (f in g(r) denotes the scaling function). Numerical
simulations give νc ≈ 3.45, 2.44 ± 0.09, 1/2 and γc = νc(2 − ηc) ≈ 6.9, 5.8, 1 for
d = 2 [182, 217], 3 [218] and 6 respectively for the values of exponents. One can
define the characteristic relaxation time τ through the time dependence of the spin
auto-correlation

q(t) = 〈Sz
i (t)S

z
i (0)

〉2 ∼ t−x q̃

(
t

τ

)
; τ ∼ ξzc ∼ |T − Tc|−νczc , (6.1.6)

where x = (d − 2 + ηc)/2zc and zc denotes the classical dynamical exponent. Nu-
merical simulations give zc = 6.45 ± 0.10 and 5.1 ± 0.1 in d = 3 [258] and 4
[36] dimensions respectively. Of course, such large values of zc (particularly in
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lower dimensions) also indicate the possibility of the failure of the power law vari-
ation (6.1.6) of τ with T − Tc and rather suggests a Vogel-Fulcher like variation:
τ ∼ exp[A/(T − Tc)].

6.2 Quantum Spin Glasses

Quantum spin glasses have the interesting feature that the transition in randomly
frustrated (competing) cooperative interacting systems can be driven by both ther-
mal fluctuations or by increasing quantum fluctuations. Quantum spin glasses can
be of two types: vector spin glasses introduced by Bray and Moore [44], where
of course the quantum fluctuations cannot be tuned, or a classical spin glass per-
turbed by some tunable quantum fluctuations, e.g., as induced by (increasing) a
non-commuting transverse field [62, 195]. With the tunable amount of quantum
fluctuations, this transverse Ising spin glass model is perhaps the simplest model in
which the quantum effects in a random system can be and has recently been studied
extensively and systematically (for a review see [361, 400] and [327]).

The interesting question in such quantum spin glass models is about the possi-
bility of tunnelling through the (infinite) barriers of the free energy landscape in the
classical spin glass model (e.g., the Sherrington-Kirkpatrick model) due to the quan-
tum fluctuations (by the transverse field). In the classical case, the barriers separating
the valleys increase in height with the macroscopic size of the system. In the ther-
modynamic limit, the thermal fluctuations are thus unable to let the system cross the
barrier, thereby causing non-ergodicity. Quantum spin, however, should not neces-
sarily look for the barrier height and since the barrier width (in configuration space)
decreases with increasing system size, it may be able to tunnel through such bar-
riers, provided the integrated tunnelling probability is finite. This would suggest
an ergodic (replica symmetric) spin glass solution for the quantum Ising spin glass
systems [323, 401]. The question whether in the spin glass state the replica sym-
metric solution is stable, or it is “non-ergodic” [159, 240] as in the classical case, is
still unresolved. Studies on short-range transverse Ising spin glasses, using Landau-
Ginzberg free energy, indicate the existence of replica symmetric ground state [325].

Much of the theoretical work on the quantum Ising spin glasses has been con-
fined to the study of Sherrington-Kirkpatrick model in a transverse field [50, 232,
233, 316, 433], which is supposed to exhibit the limiting behaviour of the tran-
sition in short-range model in higher dimensions. Also, considerable studies have
been made on the short-range Edwards-Anderson model in the transverse field
[112, 163, 164, 332, 333, 417]. Exact results have been obtained in the random
quantum Ising systems in one dimension [138]. This one dimensional model obvi-
ously does not have frustration (cf. Sect. 5.3). Several numerical studies have been
performed in recent years on the short-range Ising spin glass model (of the Edwards-
Anderson type) in a transverse field. Although, the short-range Ising spin glass mod-
els were studied analytically employing approximate renormalisation techniques
[62] and also real-space renormalisation group method [112] to study the effect



126 6 Transverse Ising Spin Glass and Random Field Systems

Fig. 6.1 Schematic phase diagram of transverse Ising spin glass in high dimensions. Tc(Γ ) rep-
resent the phase boundary. At low quantum fluctuations (small Γ ) transition is essentially driven
by thermal fluctuations. Ocl represents the classical spin glass ordered region. Oq is the quantum
fluctuation dominated spin glass phase. Ccl represents the transition region where classical fluctu-
ations dominate over thermal fluctuations due to critical slowing down. Cq represents the vicinity
of zero-temperature transition where quantum fluctuations dominate (after Thill and Huse [400])

of disorder in the equivalent time direction and the phase diagram, reliable results in
such models have been obtained only through the recent numerical simulations. The
nature of quantum phase transition in short range transverse Ising spin glass models
(in d = 2 and 3) and the accurate estimates for the values of the exponents associ-
ated with the transition have been obtained, using quantum Monte Carlo techniques
[163, 164, 332, 333].

A schematic phase diagram for the Ising spin glass in a transverse field (in Γ –T
plane) is shown in Fig. 6.1 (cf. Thill and Huse [400]). The spin glass order is found
to exist in the region of low Γ and T (when both the thermal and quantum fluctua-
tions are small) and there is a transition from the ordered state to the paramagnetic
state when either type of fluctuation is increased. Critical fluctuations near enough
to the transition are classical as long as they occur at a high value of critical tempera-
ture (Tc � 0). This is because, the characteristic frequency ω of critical fluctuations
tends to zero due to the “critical slowing down” and �ω � kBT , so the nature of the
transition is essentially the classical and the transition belongs to the same univer-
sality class as that of classical spin glass transition. However at T = 0, the quantum
effects are dominant (cf. Sect. 3.5) and the universality class for the spin glass to
paramagnetic transition, driven by the quantum fluctuations due to the transverse
field is different. As mentioned earlier, the nature of this zero-temperature transition
is at the focus of recent research.

For transverse Ising spin glasses, analytical results are available only in d = 1 and
d = ∞. At the zero-temperature spin glass critical point Γc, the spin autocorrelation
functions, defined earlier, decay with a power law of ln t and as t−2 in d = 1 and in-
finity, respectively. For d = 1, both the linear and nonlinear susceptibilities diverge
not only in the ordered phase, but also in some portions of the disordered phase,
well away from the critical point (due to the Griffiths singularity). For the infinite
dimensional model, on the other hand, the Griffiths singularity is wiped out due
to the infinite-range interaction, and the linear susceptibility remains finite. How-
ever, the nonlinear susceptibility diverges as the critical point is approached from
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Fig. 6.2 Phase diagram of
the diluted Ising spin glass
from the dynamical behaviour
of the linear susceptibility
[427], open circles from
measurements of nonlinear
susceptibility

the paramagnetic phase with a critical exponent γ = 1/2, with multiplicative loga-
rithmic corrections. In the quantum Monte Carlo studies of short-range transverse
Ising spin glass model in d = 2,3, the linear susceptibility [163, 164, 332, 333] is
found to diverge for d = 2, but not for d = 3.

6.2.1 Experimental Realisations of Quantum Spin Glasses

The interest in the study of short-range Ising spin glass models in a transverse field is
renewed due to the recent discovery of the zero-temperature transition in the dipolar
Ising transverse-field magnet LiHoxY1−xF4 [14, 321, 427, 428] (see Fig. 6.2). This,
along with the proton glasses (mixture of ferroelectric and anti-ferroelectric mate-
rials such as Rb1−x(NH4)x(H2P)4) [316] also provides very useful experimental
realisations of quantum spin glasses. In mixed hydrogen bonded ferroelectrics and
antiferroelectrics, the protons can tunnel between the two minima in each hydro-
gen bond. Generalising the transverse Ising model for such order-disorder structural
transition, Pirc et al. [316] set up a pseudo-spin model where the interactions are
spin glass like and the tunnelling is mimicked by the transverse field.

6.3 Sherrington-Kirkpatrick (SK) Model in a Transverse Field

We can write the generic form of the Ising spin glass Hamiltonian in a transverse
field as

H = −
∑

ij

Jij S
z
i S

z
j − Γ

∑

i

Sx
i . (6.3.1)

In the Sherrington-Kirkpatrick (SK) model in a transverse field [49, 50, 108, 133,
196, 252, 406, 408, 418, 432, 437], the Jij ’s follow the Gaussian distribution

P(Jij ) =
(

N

2πJ 2

)1/2

exp

(
−NJ 2

ij

2J 2

)
. (6.3.2)

This model was first studied by Ishii and Yamamoto [195].
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6.3.1 Phase Diagram

Several analytical studies have been made for obtaining the phase diagram of the
transverse Ising SK model (giving in particular the zero-temperature critical field).
The problem of the SK spin glass in a transverse field becomes a nontrivial one as
the spin operators do not commute. This leads to a dynamical frequency dependent
(spin) self-interaction.

6.3.1.1 Mean Field Estimates

One can study an effective single-spin Hamiltonian for the above quantum many-
body system within the framework of mean field theory. A systematic mean field
theory for the above model is carried out by Kopec [232, 233], using the thermofield
dynamical approach and the short-time approximation for the dynamic spin self-
interaction. Before going into the discussion of this approach, we shall briefly review
the replica symmetric solution of the classical SK model (Γ = 0) in a longitudinal
field (see e.g. [39, 76, 136, 275]) given by the Hamiltonian

H = −
∑

〈ij〉
Jij S

z
i S

z
j − h

∑

i

Sz
i , (6.3.3)

where Jij follows the Gaussian distribution with mean 0 and variance J , given
by (6.3.2). Using the replica trick, one obtains for the configuration averaged n-
replicated partition function Zn

Zn =
∑

(Siα=±1)

∫ ∞

−∞
dP (Jij ) dJij exp

[
β
∑

ij

Jij

n∑

α=1

Sz
iαS

z
jα + βh

∑

i

∑

α

Sz
iα

]
.

(6.3.4)

Performing the Gaussian integral, using Hubbard-Stratonovitch transformation and
finally using the method of steepest descent to evaluate integrals for a thermody-
namically large system, one obtains the free energy per site

−βf = lim
n→0

[
(βJ )2

4

{
1 − 1

n

∑

α,β

q2
αβ + 1

n
ln Tr exp(L)

}]
(6.3.5)

where L = (βJ )2∑
α,β qαβS

z
αS

z
β +β

∑n
α=1 S

z
α and qαβ is self-consistently given by

the saddle-point condition (∂f/∂qαβ) = 0. Considering the replica-symmetric case
(qαβ = q), one finds

−βf = (βJ )2

2

(
1 − q2)+ 1√

2π

∫ ∞

−∞
dr e− r2

2 ln
[
2 coshβh(r)

]
, (6.3.6)

where r is the excess static noise arising from the random interaction Jij and the
spin glass order parameter q is self-consistently given by

q = 1√
2π

∫ ∞

−∞
dr e− r2

2 tanh2(βh(r)
)
, (6.3.7)
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and h(r) = J
√
q r + h, can be interpreted as a local molecular field acting on a site.

Different sites have different fields because of disorder, and the effective distribution
of h(r) is Gaussian with mean value 0 and variance J 2q .

At this point, one can introduce the quantum effect through the transverse term
−Γ

∑
i S

x
i (with longitudinal field h = 0). The effective single particle Hamiltonian

in the transverse Ising quantum glass can be written as

Hs = −hz(r)Sz − Γ Sx, (6.3.8)

where hz(r), as mentioned earlier, is the effective field acting along the z-direction
arising due to the nonzero value of the spin glass order parameter. Treating hz(r)

and S as classical vectors (cf. Sect. 1.2) in the pseudo-spin space, one can write the
net effective field acting on each spin as

h0(r) = −hz(r)ẑ − Γ x̂; ∣∣h0(r)
∣∣=
√
hz(r)2 + Γ 2. (6.3.9)

One can now, readily arrive at the mean field equation for the local magnetisation

m(r) = p(r) tanh
(
βh0(r)

); p(r) = |hz(r)|
|h0(r)| , (6.3.10)

and consequently, the spin glass order parameter can be written as

q = 1√
2π

∫ ∞

−∞
dr e− r2

2 tanh2(βh0(r)
)
p2(r). (6.3.11)

The phase boundary can be obtained from the above expression by putting q → 0
(hz(r) = J

√
q r and h0 = Γ ), when it gives

Γ

J
= tanh

(
Γ

kBT

)
. (6.3.12)

This gives Γc = J (see Fig. 6.3 for the phase diagram).
Ishii and Yamamoto [195] used the “reaction field” technique to construct “TAP”

like equation for the free energy of the Hamiltonian (6.3.1) and perturbatively ex-
panded the free energy in powers of Γ up to the order Γ 2 to obtain

kBTc = J

[
1 − 0.226

(
Γ

J

)2]
. (6.3.13)

The above equation also indicates that Tc decreases with increasing the transverse
field, but numerical estimations of Tc including the terms higher order in Γ indicate
that the quantum model is fundamentally different from the classical model: the
quantum model always gives rise to a spin glass phase regardless of the strength
of the transverse field Γ . Using the replica trick, introduced for the quantum spin
glasses by Bray and Moore [44], Fedorov and Shender [133] showed the error in the
calculation of Ishii and Yamamoto [195], and proved that quantum fluctuations do
not stabilise the spin glass state in the model under consideration.

One can write the Hamiltonian (6.3.3) in the form

H = H0 + V ; H0 = −Γ
∑

i

Sx
i , V = −

∑

ij

Jij S
z
i S

z
j , (6.3.14)
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Fig. 6.3 The phase diagram
for the SK model in a
transverse field from different
approximations: dashed curve
from Ref. [233], dot dash
curve from static
approximation [433], dash
dash dot curve from
Ref. [408] and solid lines
from Ref. [433]. The
horizontal dashes denote
Monte Carlo results [240]

the partition function of the system can be written as

Z = Tr exp(−βH0)P exp

[∫ β

0
dτ
∑

ij

Jij S
z
i (τ )S

z
j (τ )

]
, (6.3.15)

where τ is the imaginary time, P is the time ordering operator and S(τ) are the
operators in the interaction representation. Using the replica trick (see Sect. 6.A.1),
the n-replicated partition function of the quantum system can be written as

Zn = Tr exp

(
−β

n∑

α=1

H0(α)

)
P exp

(
∑

ij

Jij

∫ β

0
dτ

n∑

α=1

Sz
iα(τ )S

z
jα(τ )

)
. (6.3.16)

Performing the Gaussian averaging (since the operators can be permutated in the P

product) and rearranging terms, one gets

Zn = Tr exp

(
−β

n∑

α=1

H0(α)

)
P

× exp

[
J 2

2N

∫ β

0
dτ

∫ β

0
dτ ′ 1

2

∑

α

(∑

i

Sz
iα(τ )S

z
jα

(
τ ′)
)2

+
∑

α<β

(∑

i

Sz
iα(τ )S

z
iβ

(
τ ′)
)2]

. (6.3.17)
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The squares appearing in the above expression can be simplified using the Hubbard-
Stratonovitch transformation

exp

(
λa2

2

)
=
(

λ

2π

)1/2 ∫ ∞

−∞
dx exp

[
−λx2

2
+ aλx

]
. (6.3.18)

One can thus, transform the expression of free energy, found after averaging, into a
functional integral in the fields Rαα(τ, τ ′) and Qαβ(τ, τ ′)

βF = − lim
n→0

1

n

[∫
dQαβ

(
τ, τ ′)dRαα

(
τ, τ ′) e−Nφ − 1

]
, (6.3.19)

where

φ =
∫ β

0
dτ

∫ β

0
dτ ′
[∑

α,β

1

2
Qαβ

(
τ, τ ′)2 +

∑

α

Rαα
(
τ, τ ′)2

]

− ln Tr

[
e−β

∑n
α=1 H0(α)P exp

[
J

∫ β

0
dτ

∫ β

0
dτ ′
(∑

α,β

Qαβ
(
τ, τ ′)Sz

α(τ )S
z
β

(
τ ′)

+
∑

α

Rαα
(
τ, τ ′)Sz

α(τ )S
z
β

(
τ ′)
)]]

. (6.3.20)

For a thermodynamically large system one can evaluate the above integral using the
method of steepest descent. In the high temperature (paramagnetic) phase, all the
functions Qαβ(τ, τ ′) (the spin glass order parameter), which satisfy the equations
for the steepest descent, vanish. Again, the functions Rαα(τ, τ ′), do not depend upon
the replica index at any temperature. The saddle-point condition therefore yields

Rαα
(
τ, τ ′)= J

2

〈
PSz(τ )Sz

(
τ ′)〉= R

(
τ, τ ′), (6.3.21)

where the average in the above equation is taken with the Hamiltonian Heff =
H0 +H1, where

−βHeff = −βH0 + J

∫ β

0
dτ

∫ β

0
dτ ′ R

(
τ, τ ′)Sz(τ )Sz

(
τ ′). (6.3.22)

Hence, one obtains for the free energy in the paramagnetic phase

F = N

β
min

(∫ β

0
dτ

∫ β

0
dτ ′ R2(τ, τ ′)− ln Tr

[
P exp(−βHeff)

])
. (6.3.23)

To evaluate Tc , one has to expand the free energy of the system to second order in
spin glass order parameter Qαβ . The terms in F , quadratic in these fields, are

F = 1

2

∑

α<β

[(∫ β

0
dτ

∫ β

0
dτ ′ (Qαβ

(
τ, τ ′))2 − J 2

∫ β

0
dτ

∫ β

0
dτ ′
∫ β

0
dτ ′′

∫ β

0
dτ ′′′

×Qαβ
(
τ, τ ′)Qαβ

(
τ ′′, τ ′′′)× 〈PSz(τ )Sz

(
τ ′)〉〈PSz

(
τ ′′)Sz

(
τ ′′′)〉

)]
, (6.3.24)
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where the expectation values are computed using the effective Hamiltonian (6.3.22).
One can now anticipate that the “soft mode” whose amplitude becomes nonzero just
below Tc is time independent (i.e., the zero frequency mode has the highest Tc). One
then sets Qαβ(τ, τ ′) = Qαβ in (6.3.22) and determines Tc from the condition that
the coefficient of Q2 vanishes such that

1 = J

β

∫ β

0
dτ dτ ′〈PSz(τ )Sz

(
τ ′)〉= 2

β

∫ β

0
dτ dτ ′R

(
τ, τ ′). (6.3.25)

Applying a spatially varying magnetic field, one can check that in the paramagnetic
phase, the local linear susceptibility is given by

χloc = 1

β

∫ β

0
dτ dτ ′〈PSz(τ )Sz

(
τ ′)〉. (6.3.26)

Hence, the condition for Tc becomes

1 = Jχloc. (6.3.27)

One can now expand R(τ, τ ′) in a Fourier series as

R
(
τ, τ ′)=

∑

n

Rn exp
(
iωn

(
τ − τ ′))= R0 + δR

(
τ, τ ′) (6.3.28)

where δR(τ, τ ′) denotes the contribution of nonzero frequency mode and ωn =
(2πn/β). If one assumes “static approximation”, R(τ, τ ′) = R0, (6.3.21) reduces
to (using (6.3.18)) [433]

0 =
∫ ∞

0

(
x2 − 1 − 4β2R2

0

)
exp

(
−x2

2
cosh

[
β
(
2JR0x

2 + Γ 2)1/2]
)
dx, (6.3.29)

which, at T = Tc, gives the phase diagram (within the static approximation) as the
solution of the equation

∫ (
x2 − 2

)
exp

(
−x2

2

)
cosh

[
βJx2 + (βγ )2]1/2

dx = 0, (6.3.30)

which gives Γc (T = 0) at 2J . For Γ = 0, it can be shown using (6.3.21) that the
static approximation is exact. One can mention here that, using “static” approxi-
mation and the replica method for quantum spin glasses introduced by Bray and
Moore [44] (see Sect. 6.A.1), Usadel [406] mapped the above model onto a vector
spin glass model and obtained the same phase boundary equation as (6.3.27). This
result is the first order mean field result when one notes that this is the largest eigen-
value of the Gaussian matrix Jij . This result was also obtained independently by
Pirc et al. [316], using the replica method.

Yamamoto and Ishii [433], using perturbation expansion of the local linear sus-
ceptibility, found Γc (T = 0) at about 1.51J . Here, χ is expressed as

χ = 1

N

∑

i

∫ β

0
dτ

( 〈U(β, τ)Sz
i U(τ)Sz

i 〉
〈U(β)〉

)
(6.3.31)
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where

U(β, τ) = P exp

(
−
∫ β

τ

duV (u)

)
(6.3.32)

and

V1(u) = exp(uH0)V exp(−uH0), (6.3.33)

where the Hamiltonians H0 and V are as given in (6.3.14). Equation (6.3.31) is
expanded in powers of V and the terms are analysed diagrammatically. In this way
writing χ =∑n a2n(βΓ )(J/Γ )2n, the coefficients a2n are evaluated for n = 0, 2,
4, 6, 8 (the odd ordered terms vanish). Now, the bulk nonlinear susceptibility is
calculated to be

χb = χ2
[1 + 2(Jχ)2]
[1 − (Jχ)2] , (6.3.34)

where χ2 is the local nonlinear susceptibility [108]. Hence, the singularity in χb is
of the form [1 − (Jχ)]−1 in (6.3.34) which is expanded as

[
1 − (Jχ)

]−1 =
∑

n

bn(βΓ )

(
J

Γ

)n

. (6.3.35)

Estimating bn’s (for both T = 0 and T �= 0) from a2n’s, one obtains the se-
ries (6.3.35). The critical value Γc above which the system remains paramagnetic is
obtained from the scaling relation

[
1 − (Jχ)

]−1 ∼ (Γ − Γc)
−γ (6.3.36)

with

Γ

J
= (nbnbn−1 − (n− 2)(bn−2bn−3)

)
/2 (6.3.37)

γ = 1 + bn−2bn−3

[bnbn−1/(n− 2)− bn−2bn−3/n] (6.3.38)

in the n-th order. The best estimate for the critical Γ and γ are obtained from the
average of n = 9 and n = 10. At T = 0, Γc = 1.506J , and the critical exponent γ
of the bulk susceptibility is found to be equal to 0.564 (as compared to 0.5 obtained
in the static approximation in the replica method). The phase boundary (Fig. 6.3) is
obtained considering the coefficients bn as function of βΓ .

Transferring the d-dimensional quantum model to the equivalent (d + 1)-
dimensional classical model using the Suzuki-Trotter formalism (cf. Sect. 3.1), Us-
adel and Schmitz [408] also found the phase diagram of the above model (not re-
stricting to the static approximation). However, this method becomes cumbersome
for very low temperature and the estimate for the critical field for zero temperature is
made by extrapolation only. Also, they assumed zero value for the order parameter
such that their result is strictly valid in the para-phase.

The phase diagram was also obtained by the cluster expansion method by
Walasek et al. [418], with similar estimate of γc. By combining the pair approx-
imation with the discretised path integral representation [108], the phase diagram
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has been obtained [252] without the replica formalism for nonzero J0. Here also,
Γc (T = 0) is found at J .

The ground state (T = 0) properties were also investigated [432] solving nu-
merically the mean field equations for the local magnetisation for finite system
size (N = 80). Then, fluctuations from the mean field theory were incorporated
in the second order perturbation. In this approach, the Hamiltonian is split into
two parts: H = H0 + V , where H0 =∑i[Γ − (

∑
j Jijmj )S

z
i ] +∑〈ij〉 Jjjmimj

is the mean field Hamiltonian, where mi = 〈Sz
i 〉 is the mean value of the i-th spin,

and V = −∑〈ij〉 Jij (S
z
i − mi)(S

z
j − mj) denotes the fluctuation from the mean

field. The critical Γ , obtained from the vanishing of mi , gives Γc = 2J from the
mean field Hamiltonian. The order parameter q =∑i〈Si〉2/N is calculated includ-
ing the fluctuations up to second order in V . But this barely improves the mean
field result. Only after introducing a reaction term in energy, it was found that
Γc (T = 0) � 1.6J [432].

6.3.1.2 Monte Carlo Studies

Several Monte Carlo studies have also been performed [240, 323] for SK spin glass
in transverse field. Applying the Suzuki-Trotter formalism (cf. Sect. 3.1, for the
formulation of effective partition function of the quantum Hamiltonian), one can
obtain the effective classical Hamiltonian in the M-th Trotter approximation as
(cf. Sect. 6.A.2)

Heff = − 1

M

N∑

i,j=1

M∑

k=1

Jij SikSjk −
(

1

2β

)
ln coth

(
βΓ

M

) N∑

i=1

M∑

k=1

SikSik+1

− MN

2
ln

[
1

2
sinh

(
2βΓ

M

)]
, (6.3.39)

where Sik denotes the Ising spin defined on the lattice (i, k), i is the position in the
original SK model and k denotes the position in the additional Trotter dimension.
As mentioned in Sect. 3.1, the quantum to classical mapping is exact in the limit of
infinite M .

Monte Carlo simulations of the SK model in the presence of a transverse field are
performed using the Metropolis method [241] for the classical spin system given by
the Hamiltonian (6.3.39) with finite M . One takes a (N × M) lattice having Ising
spins on each lattice site. N spins along the spatial (x) direction in each of the Trotter
rows interact with each other (within the row) with interaction strength Jij , which
obey a Gaussian probability distribution (6.3.2), while each of the M spins along the
Trotter axis in each of the N columns interacts only with its two nearest-neighbour
spins along the Trotter direction with strength ζ = (T /2) ln[coth(Γ/MT )]. One
usually uses periodic boundary condition in the Trotter direction. The Suzuki-
Trotter approximation becomes better as one consider large values of M , otherwise
a correction of the order of M−2 is needed for the thermodynamic quantities, e.g.,
〈Q〉exact = 〈Q〉M +O(M−2). However, with M the interaction strength ζ increases
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logarithmically whereas (Jij /M) weakens. For M � (Γ/T ), the singular behaviour
of ζ tends to arrange the spins parallelly along the Trotter direction whereas van-
ishingly small (Jij /M) makes the interaction among the Trotter chains almost zero.
The imbalance in the two cooperative interactions invalidates [421] the Monte Carlo
process to work as an importance sampling. For certain values of T and Γ,M is to
be selected such that M > Γ/T . Ray et al. [323] took Γ/MT = 0.06, which has
been found to be the optimal value of the ratio in the Monte Carlo studies [421]
of the (pure) transverse Ising model. In determining the phase diagram in the Γ –T
plane, one finds that as Γ is increased, Tc is lowered and the condition on Γ/MT

demands large M values, which virtually takes into account the enhanced quantum
effects.

Ray et al. [323], took Γ � J and their results indeed indicate a sharp lowering
of Tc(Γ ). Such sharp fall of Tc(Γ ) with large Γ is obtained in almost all theoretical
studies of the phase diagram of the model, and are also in agreement with the Monte
Carlo studies of Ishii and Yamamoto [196]. One should also mention that, Ray et al.
[323], obtained a non-monotonic fall of Tc with the increase of the transverse field
strength Γ , a result which is not reproduced in any other Monte Carlo or analytical
studies. Lai and Goldschmidt [240], studied the above system using Monte Carlo
techniques on a larger system (N ≤ 100), and studied the configuration averaged
function g defined as

g = 1

2

(
3 − 〈q4〉

〈q2〉2

)
, (6.3.40)

where 〈qn〉 is the n-th moment of the order parameter distribution function PN(q).

Here PN(q) = 〈δ(q − (1/N))
∑N

i=1 S
(1)
ik S

(2)
ik′ 〉 for different replicas (1) and (2) and

Trotter indices k and k′ (see discussion in Sect. 6.5). The above function g is as-
sumed to have a finite size scaling form

g = g
(
Nα(T − Tc)

)
, (6.3.41)

similar to the short-range classical Ising spin glass case [39, 76, 136, 275]; where α

is some exponent and g is the scaling function. Here the Trotter size M is kept fixed.
Using (6.3.41), one can find out the value Tc from the intersection of the curves of g
versus T for different system sizes N . The phase diagram, thus obtained, was found
to be in good agreement with the analytically obtained phase diagram (see Fig. 6.3).
However, the finite size scaling form (6.3.41) is inappropriate (and incorrect) for
the long-range spin glass systems. For the classical Sherrington-Kirkpatrick model,
such scaling does not work (see Binder and Young [39]), and one gets the g-function
intersection point continuously shifted with the system size N .

6.3.1.3 Exact Diagonalisation Results

Sen et al. [361], performed exact diagonalisation of finite sized spin glass systems
(N ≤ 8) at zero temperature and found all the eigenvalues (E0,E1, . . . ,Em, where
m = 2N − 1) and the eigenvectors (ψ1,ψ2, . . . ,ψm). The configurational averages
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are performed over the physical quantities obtained after the diagonalisations. This
method does not involve any mapping of the original (quantum) Hamiltonian, like
the previous models, and deals precisely with the zero temperature phases of the
model, as induced by the quantum fluctuations. The mass gap (difference in energy
of the ground state ψ0 and the first excited state ψ1) and the ground state internal
energy Eg = 〈Ψ0|∑ij Jij S

z
i S

z
j |Ψ0〉 of this quantum spin glass system behave, on

an average, essentially in the same way as in the case of the unfrustrated ferromag-
netic transverse Ising system. It may be mentioned that although the eigenfunctions
ψi and eigenenergies Ei are determined using the entire Hamiltonian (6.3.1), the
ground state internal energy Eg is obtained from the average of the Ising cooper-
ative part in the ground state. The value of the extrapolated critical field Γc from
the disappearance of mass gap Δ(E1 − E0), and the peak position of the “specific
heat” C(= ∂Eg/∂Γ ) is obtained around J . The spin glass order parameter q also
appears to vanish at the same value of the critical field (see Fig. 6.4). The value of
Γc (T = 0), obtained from the diagonalisation of finite size systems, is lower than
that obtained in the perturbation treatment or in the thermofield dynamical tech-
nique. This might be interpreted as indicating Griffiths-type clustering singularity.
However, these indications exist even in the configuration averaged results, which
perhaps rule out the latter possibility. It may be noted that the peak position of the
“linear” specific heat C need not be the right quantity to look for the glass transition
and the nonlinear susceptibility should be used. The gap Δ is taken directly from
the bottom-end of the excitation spectrum: see Fig. 6.4(e). It has also been directly
checked for system sizes N ≤ 10 that the scaling form (6.3.41) is inappropriate for
the transverse Ising SK model, as mentioned earlier.

Apart from these, some related studies on the SK model in transverse field in-
clude the evaluation of the internal energy, susceptibility and entropy at first step
Replica Symmetry Breaking [159].

6.3.2 Susceptibility and Energy Gap Distribution

Recently, Takahashi and Matsuda [394] investigated the relationship between the
energy gap distribution and the susceptibilities (linear χl, spin glass χsg and non-
linear χnl) for the SK model put in a transverse field. They found that the energy
gap itself is not self-average and the distribution of the gap between the first and the
ground states determines the critical behaviour in the susceptibility. In following,
we will show their argument according to the reference [394, 395] .

We first consider the quantum part of the susceptibilities as

χ
(q)
l = 2

N

∑

n�=0

|〈0|Sz|n〉|2
En −E0

(6.3.42)

and

χ
(q)
sg = 4

N

(∑

n�=0

|〈0|Sz|n〉|2
En −E0

)2

(6.3.43)
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Fig. 6.4 The variation of the average mass gap Δ (a), ground state energy (b), “specific heat”
(C = ∂Eg/∂Γ ) (c) and the order parameter (d) for an S-K model in transverse field, with a width
J of exchange interaction distribution, obtained from finite systems of size N ≤ 8. For comparison,
the variation of these quantities (Δ, Eg , C and magnetisation m instead of the order parameter q)
for a transverse Ising chain (with nearest neighbour interaction J ) of comparable sizes are also
shown in the respective insets. The vertical bars indicate the order of magnitude of the errors (due
to the configurational fluctuations). In (e) the energy per site for a system of size N = 10 is shown
for different values of Γ
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Fig. 6.5 The energy gap
distributions P (Δ) for the SK
model (top panel) and the
random energy model
(REM). The system size is
chosen as N = 16

χ
(q)
nl = 4

N

∑

n,m �=0

|〈0|Sz|n〉|2
En −E0

· |〈0|Sz|m〉|2
(Em −E0)2

− 4

N

∑

n,n′,n′′ �=0

〈0|Sz|n〉〈n|Sz|n′〉〈n′|Sz|n′′〉〈n′′|Sz|0〉
(En −E0)(En′ −E0)(En′′ −E0)

(6.3.44)

where we defined Sz ≡∑N
i=1 S

z
i and |n〉 is the eigenvector of the energy En. |0〉

is the eigenvector of the ground state without any degeneracy. It should be noted
that

χA = χ
(c)
A + χ

(q)
A , A = l, sg,nl (6.3.45)

are satisfied and χ
(c)
l = β(1 − q) with spin glass order parameter q .

From the above definitions, the singularity of the susceptibility apparently comes
from the quantum part. The singularity occurs when the energy gap between the
first excited state and the ground state approaches zero. From Eqs. (6.3.42), (6.3.43)
and (6.3.44), the susceptibilities χl, χsg and χnl behave as a function of Δ as χl ∼
1/Δ,χsg ∼ 1/Δ2 and χnl ∼ 1/Δ3, respectively. This fact implies that the energy
gap distribution might determine the critical behaviour.

In Fig. 6.5, we show the distribution of the energy gap P(Δ) for the SK model
and the random energy model (REM). From this figure, we notice that the energy
gap itself is not self-averaging quantity and it apparently fluctuates. Form the top
panel of Fig. 6.5 for the SK model, we can assume that the gap distribution obeys
the power-law P(Δ) ∼ Δk when Δ is small.

From this fact, for a given gap distribution P(Δ) ∼ Δk , the average susceptibility
χ
(q)
A is evaluated as

χ
(q)
A ∼

∫ ∞

0
P(Δ) · dΔ

ΔκA
∼
∫ ∞

0
Δk−κA dΔ (6.3.46)
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Fig. 6.6 Inverse of average
susceptibility 1/χ(q)

A for the
SK model with N = 14. The
inset shows the exponent of
the energy gap distribution.
From the top line to the
bottom, the system size is
chosen as N = 8, 10, 12, 14
and 16. The gap exponent is
fitted by P (Δ) ∼ Δk near the
origin

Fig. 6.7 Local correlation
function χ(ω) for the SK
model with N = 16. The
shaded areas are
contributions of the first
excited state

where we defined A = l, sg,nl and κl = 1, κsg = 2 and κnl = 3. Therefore, the sus-
ceptibilities χl, χsg and χnl diverge for k ≤ 0, 1 and k ≤ 2, respectively. This implies
that these susceptibilities diverge at different points. In Fig. 6.6, we find this argu-
ment is correct.

In order to confirm that the gap between the only first excited and the ground
states determines the divergence of the susceptibilities, we calculate the Fourier
representations of a real-time correlation function including contributions from all
states:

χ(ω) =
∑

n�=0

δ(ω −En +E0)
∣∣〈0|σz

i |n〉∣∣2. (6.3.47)

We plot the result in Fig. 6.7. Thus, we conclude that the first excited state deter-
mines the critical behaviour.
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6.3.3 SK Model with Antiferromagnetic Bias

In the previous subsections, we discussed SK model put in a transverse field. Here
we show several interesting results on long-range Ising antiferromagnet put in a
transverse field with disorder, which was recently given by Chandra et al. [70]. This
model contains SK model as a special case.

The model we study here is given by the following Hamiltonian

H = − 1

N

∑

ij (j>i)

(J0 + J̃ τij )S
z
i S

z
j − h

N∑

i=1

Sz
i − Γ

∑

i

Sx
i , (6.3.48)

where J0 is the parameter controlling the strength of the antiferromagnetic bias and
J̃ is an amplitude of the disorder τij in each pair interaction. Parameters h and Γ

denote the longitudinal and transverse fields, respectively. Here Sx and Sz denote
the x and z component of the N -Pauli spins

Sz
i =

(
1 0
0 −1

)
; Sx

i =
(

0 1
1 0

)
; i = 1,2, . . . ,N.

As such the model has a fully frustrated (infinite-range or infinite dimensional) co-
operative term. When we assume that the disorder τij obeys a Gaussian with mean
zero and variance unity, the new variable Jij ≡ J0 + J̃ τij follows the Gaussian distri-
bution, immediately we have P(Jij ) = exp[−(Jij − J0)

2/2J̃ 2]/√2π J̃ . Therefore,
we obtain the ‘pure’ antiferromagnetic Ising model with infinite range interactions
when we consider the limit J̃ → 0 keeping J0 < 0. Of course the model with J0 > 0
and Γ = 0 is identical to the classical SK model and with J0 < 0 and Γ = 0, it is
the classical long-range Ising antiferromagnet model.

6.3.3.1 Mean-Field Theory

For an analytic (mean field) study of the model we define an effective magnetic
field heff at each site, which is a resultant of the average cooperation enforcement in
the z-direction and the applied transverse field in the x-direction, so that the above
Hamiltonian can be written as

H = heff ·
N∑

i=1

Si , (6.3.49)

where

Si = Sz
i z + Sx

i x, (6.3.50)

and

heff = (heff)
zz + (heff)

xx

= (h+ J0m
z + J̃

√
q y
)
z + Γ x, (6.3.51)

|heff| =
√(

h+ J0mz + J̃
√
q y
)2 + Γ 2, (6.3.52)
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where x, z denote unit vectors pointing to the x and z directions. We use the defini-
tions such as (heff)

a (a = x, z) to indicate the a-component of the effective field heff.
This replacement of Sz

j by its average value 〈Sz
j 〉 ≡ mz in (heff)

z should be valid for
this infinite range model. The Gaussian distributed random field

√
q y comes from

the local field fluctuation given by the spin glass order parameter. The average mag-
netisation is then given by

m = trSe−βH

tr e−βH
= (tanhβ|heff|

) · heff

|heff| (6.3.53)

and hence we have

mz =
∫ ∞

−∞
Dy

Jeff√
J 2

eff + Γ 2
tanhβ

√
J 2

eff + Γ 2 (6.3.54)

mx =
∫ ∞

−∞
Dy

Γ√
J 2

eff + Γ 2
tanhβ

√
J 2

eff + Γ 2 (6.3.55)

q =
∫ ∞

−∞
Dy

{
Jeff√

J 2
eff + Γ 2

}2

tanh2 β

√
J 2

eff + Γ 2, (6.3.56)

where we defined Jeff ≡ h + J0m
z + J̃

√
q y and m ≡ N−1∑

i〈Sz
i 〉 is the mag-

netisation and q ≡ N−1∑
i〈Sz

i 〉2 is the spin glass order parameter. We also used

Dy ≡ dy e−y2/2/
√

2π . In [70], we confirm that the above mean-field equations are
identical to the results obtained by the replica symmetric theory at the ground state
(β = ∞). The detail is given by Sect. 6.A.5.

For the antiferromagnetic (J0 < 0) and/or the spin glass phase (with h = 0), mz =
0 is the only solution. We then have

mx =
∫ ∞

−∞
Dy

Γ√
(J̃

√
q y)2 + Γ 2

tanhβ
√
(J̃

√
q y)2 + Γ 2 (6.3.57)

q =
∫ ∞

−∞
Dy

{
J̃
√
q y

√
(J̃

√
q y)2 + Γ 2

}2

tanh2 β

√
(J̃

√
q y)2 + Γ 2. (6.3.58)

6.3.3.2 The Condition on Which Antiferromagnet Phase Survives

The approximate saddle point equations have already been presented in Eqs. (6.3.54),
(6.3.55) and (6.3.56). The variations of mx , q and q̃ are shown in Fig. 6.8. The phase
boundary between the spin glass and paramagnetic phases is given by setting mz = 0
and q � 0 and we get

Γ = J̃ tanh

(
Γ

T

)
. (6.3.59)
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Fig. 6.8 The result of
numerical calculations for the
saddle point equations for
mx , q and q̃ as a function of
Γ for T �= 0

Fig. 6.9 Phase diagram for
the quantum system. The
antiferromagnetic order exists
if and only if we set
T = Γ = 0 and J̃ = 0. As the
J̃ decreases, the spin glass
phase gradually shrinks to
zero and eventually ends up at
an antiferromagnetic phase at
its vertex (for
Γ = 0 = T = J̃ )

Obviously, the boundary at T = 0 gives ΓSG = J̃ . On the other hand, when we
consider the case of Γ � 0, we have TSG = J̃ (consistent with the classical result).
These facts imply that there is neither an antiferromagnetic nor a spin glass phase
when we consider the pure case J̃ = 0 because the critical point leads to TSG =
ΓSG = 0. Therefore, we conclude that the antiferromagnetic phase can exist if and
only if T = Γ = 0 (Fig. 6.9).

6.4 Edwards-Anderson Model in a Transverse Field

The Edwards-Anderson Model in presence of a transverse field was first studied by
Chakrabarti [62] and it was shown that the short range Ising spin glass has similar
quantum effects as in the ordinary transition by approximate renormalisation group
approach. Later, dos Santos et al. [112], using real space renormalisation method
studied the effect of disorder in the imaginary time dimension and obtained the
phase diagram in the Γ –T plane for d = 2. Walasek et al. [417], studied the above
model using a mean field approximation along with the replica averaging technique.
They introduced two order parameters, the diagonal and the off-diagonal in replica
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indices. The value of zero-temperature critical transverse field and phase diagram
were obtained from the effective free energy. As mentioned earlier, there have been
renormalisation group theoretical calculations [138] of the one dimensional model
(which does not have frustration) and also detailed quantum Monte Carlo studies
[163, 164, 332, 333] of the model in two and three dimensions. The analytical re-
sults are therefore available in the limiting situations with d = 1 and d = ∞ (from
those for the transverse SK model). The transverse Ising chain with random bonds
or in a random transverse field (or in presence of both) can be mapped onto the
McCoy-Wu model [266, 267, 269, 270], for which various analytical results are
known. Fisher [138] has shown with a renormalisation group calculation, that the
typical and average spatial correlations behave differently: the typical correlation
diverges with an exponent ν̃ = 1 (see also [368]) whereas the average correlation
diverges with an exponent ν = 2, which satisfies the inequality 2/ν ≤ d as an equal-
ity (see Sect. 5.2). Moreover, as mentioned earlier, both the linear and nonlinear
susceptibilities diverge even in the disordered phase. This has been conjectured to
be due to the presence of Griffiths singularity. In a finite size scaling analysis of the
Monte Carlo simulation results for the random field chain, Crisanti and Rieger [90]
found some disparities with the above mentioned results. They obtained the value
of the dynamical exponent z = 1.7 and the correlation length exponent ν = 1 and
no existence of Griffiths singularity was observed. These discrepancies might arise
from the finite size effect, due to which one gets a “typical” rather than the average
result.

6.4.1 Quantum Monte Carlo Results

Let us now start from the Hamiltonian of the Edwards-Anderson spin glass in pres-
ence of a transverse field

H = −
∑

〈ij〉
JijS

z
i S

z
j − Γ

∑

i

Sx
i , (6.4.1)

where the random interaction is only restricted among the nearest neighbours and
satisfies a Gaussian distribution with zero mean and variance J

P (Jij ) = 1√
2πJ

exp

(
− J 2

ij

2J 2

)
. (6.4.2)

Hereafter we let J be the unit of energy, making J = 1. With Γ = 0, the above
model represents the Edwards-Anderson model with the order parameter q =
〈Sz

i 〉2 = 1 (at T = 0). When the transverse field term is introduced, q decreases,
and at a critical value of the transverse field the order parameter vanishes. To study
this quantum phase transition using quantum Monte Carlo techniques, one must re-
member that the ground state of a d-dimensional quantum model is equivalent to the
free energy of a classical model with one added dimension which is the imaginary
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Fig. 6.10 MC results for
variation of the g-function
with M for different sample
size L (d = 3) [163]. The
scaled variation of g is shown
in the bottom

time (Trotter) dimension (cf. Sect. 3.1). The effective classical Hamiltonian can be
written as

H = −
∑

k

∑

〈ij〉
KijSikSjk −

∑

k

∑

i

KSikSik+1 (6.4.3)

with

Kij = βJij

M
; K = 1

2
ln coth

(
βΓ

M

)
(6.4.4)

where Sik are classical Ising spins and (i, j) denote the original d-dimensional lat-
tice sites and k = 1,2, . . . ,M denotes a time slice. Although the equivalence be-
tween the classical and the quantum model holds strictly when M = ∞, one can
always make an optimal choice for M . One of the reasonable choices for M is
M = β . Employing this and letting βeff = T −1

eff = K = 1
2 ln cothΓ , the Boltzmann

factor exp(−βeffH) with

βeffH = −
∑

k

∑

〈ij〉
Jij SikSjk − (1/Teff)

∑

k

∑

i

SikSi k+1

represents the transverse Ising system at zero temperature. This equivalent classical
system has been studied using standard Monte Carlo techniques. Since there exists a
strong anisotropy in the spatial and Trotter (time) dimensions, one has to introduce
two length scales in the problem. Near the critical point, ξτ , the correlation length
in the Trotter direction scales as ξz, where ξ is the correlation length in the spatial
direction and z is the dynamical exponent. Hence, any dimensionless quantity must
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Fig. 6.11 MC results for the
variation of g with T for
various sample sizes (d = 3)
[163]. Crossing indicates Tc .
The inset shows the best
scaling collapse

scale as a function of two variables. The convenient choice of such a configuration
averaged function is the g-function defined as [163, 332]

g = 1

2

(
3 − 〈q4〉

〈q2〉2

)
(6.4.5)

where q is the overlap function between two replicas having the same bond distri-
bution. It may be noted here, that this g-function is somewhat different from that
defined for the classical spin glass models [39], where the numerator and denomi-
nator are averaged over disorder separately. Such averaging here appears to lead to
large sample to sample fluctuations and gives worse statistics [332]. Although the
exact reason for this behaviour is not known, we believe, it is related to the Trotter
symmetry problem discussed later (see Sect. 6.5). The function g vanishes in the
paramagnetic phase and acquires a nonzero value in the spin glass ordered phase.
Near the critical point, the above function scales as

g = g

(
L

ξ
,
M

Lz

)
= g

(
L

1
ν (Teff − Teff,c),

M

Lz

)
. (6.4.6)

For a fixed L and Teff, when M is varied, the function g shows a peak at a particular
value of M . At Teff = Teff,c this maximum value is not affected by the change in the
system size (Fig. 6.10).

Using this, one can make an estimate of Teff,c for the equivalent classical model,
and using the scaling relation (6.4.6), one can estimate the approximate value of
the dynamical exponent z, which come out to be Teff,c ≈ 3.3 and 4.3 and z ≈ 1.5
and 1.3 for two and three dimensional models respectively [163, 332]. One can also
estimate the critical temperature for the classical model by studying the variation of
g with temperature for different system sizes L (with M/Lz fixed). The intersection
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Fig. 6.12 Logarithm of the distribution of lnχloc (left) and lnχloc,nl (right) at effective temperature
Teff = 3.7 (> Teff,c). Results for the two-dimensional (d = 2) model with different L’s and M’s are
plotted. For M ≥ 26, results with different L’s seems to collapse onto a line. The solid line in each
panel stands for Eq. (6.4.7) with z = 0.51 for the left panel and (6.4.8) with z = 0.54 for the right
panel. (Taken from [333])

of these curves (obtained for different system sizes) gives the value of critical tem-
perature (Fig. 6.11). At this approximate Tc, the variation of g with the system size
provides the value of the critical exponent ν, through the scaling relation (6.4.6)
which comes out to be around 1.0 ± 0.1 and 0.8 for two and three dimensional
systems respectively [163, 332].

It is intriguing to see the nature of Griffiths singularities in the zero temperature
disordered phase of the present systems. As mentioned in Sect. 5.3.3, the Griffiths
singularities are captured by the local susceptibility defined by χloc = ∂〈Sz

i 〉/∂hi ,
where hi is a local field which is coupled to Sz

i . In terms of the effective classical

models, this can be written as χloc =∑M
k=1〈Si1Sik〉. Since the correlation in the

Trotter direction decays as 〈Si1Sik〉 ∼ e−k/ξτ , one can relate the local susceptibil-
ity with the correlation time ξτ as χloc = e−1/ξτ /(1 − e−1/ξτ ) ≈ ξτ , when M → ∞
and ξτ � 1. In the language of the effective classical model, a phenomenological
description for the Griffiths singularities is given as follows (see also an argument
in Sect. 5.3.3). The Griffiths singularities come from excitations which are local
in real space and ordered in the imaginary-time Trotter direction. One may natu-
rally assume that the probability of an excitation with size N = Ld is exponentially
small with N and given as e−aN/Teff in the system with temperature Teff, where a

is a constant. Once such an excitation with size N is created, it survives for a long
imaginary-time which is exponential in N since one has to insert N domain-walls
in the Trotter axis. This relaxation imaginary-time is equivalent to ξτ and thus one
has ξτ ∼ ebN/Teff , where b is a constant. When the excitation is well localised, there
might be order Ld number of excitations in the system. Combining this with the
exponentially small probability of a size N excitation and the exponentially long
relaxation imaginary-time, it turns out that the probability distribution of ξτ has a
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Fig. 6.13 Same plots as Fig. 6.12 but with effective temperature Teff = 3.5 which is closer to
Teff,c . The solid line in each panel stands for Eq. (6.4.7) with z = 0.71 for the left panel and (6.4.8)
with z = 0.76 for the right panel. (Taken from [333])

power-law tail: P(ln ξτ ) ∼ Lde−(a/b) ln ξτ = Ldξ
−(a/b)
τ . In order to make this prob-

ability distribution dimensionless, the exponent a/b needs to be a/b = d/z, where
z is a dynamical exponent which is introduced so as to make Lξ

1/z
τ a dimensionless

quantity. Thus, recalling the relation χloc ≈ ξτ , one finds that the distribution χloc
has the following form [333]

ln
[
P(lnχloc)

]= −d

z
lnχloc + const. (6.4.7)

The local nonlinear susceptibility defined by χloc,nl = ∂3〈Sz
i 〉/∂h3

i has also a power-
law tail in its distribution. A similar argument above shows that the distribution of
χloc,nl has the form of

ln
[
P(lnχloc,nl)

]= − d

3z
lnχloc,nl + const. (6.4.8)

Rieger et al. [333] and Guo et al. [164] studied the distribution of χloc and χloc,nl
using quantum Monte Carlo simulations for two (d = 2) and three (d = 3) dimen-
sional Edwards-Anderson models in a transverse field respectively. The results for
d = 2 and 3 are qualitatively the same. Here we shall see the results for d = 2 [333]
Fig. 6.12 shows the distribution of χloc and χloc,nl of the two-dimensional system
with effective temperature Teff = 3.7 which is higher than the critical value 3.3. As
expected, the distribution has a power-law tail. By fitting (6.4.7), (6.4.8) on the cor-
responding results, the dynamical exponent is estimated as z ≈ 0.51 for χloc and
0.54 for χloc,nl. A small discrepancy between them might be attributed to finite size
effects. Figure 6.13 shows the results for Teff = 3.5 which is closer to the critical
value. Although the qualitative behaviour of the distribution is similar to that in
Fig. 6.12, the exponents of the power-law tail are different. The estimated value are
given as z = 0.71 for χloc and 0.76 for χloc,nl, which are larger than those obtained
for Teff = 3.7. Figure 6.14 shows Teff dependence of the dynamical exponent z. One
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Fig. 6.14 Effective temperature dependence of the dynamical exponent z. The values estimated
from the distributions of lnχloc and lnχloc,nl are plotted. These two values of z behaves almost
identically. The dynamical exponent z increases with lowering Teff towards Teff,c . At Teff,c , an
estimate z = 1.5 has been obtained from the scaling of the g-function (6.4.6). z = 2/3 stands for
the threshold above which the average nonlinear susceptibility diverges

can see that the dynamical exponent z increases with lowering Teff towards Teff,c .
The value z = 1.5 at the critical point has been obtained from the scaling of the
g-function (6.4.6). This value looks to be reached from the values for Teff > Teff,c
by extrapolation.

We recall here that the quantum phase transitions of random transverse field Ising
ferromagnets in one and two dimensions are characterised by infinite randomness
fixed points, where the dynamical exponent z increases with lowering the transverse
field towards the critical point in the disordered phase and diverges at the critical
point (see Sect. 5.3). As shown in Fig. 6.14, the present transverse Ising spin glass
models manifest a tendency of z in common with random transverse field Ising
ferromagnets. One may therefore expect that the quantum phase transition of trans-
verse Ising spin glass models in two and three dimensions are also characterised by
an infinite randomness fixed point. So far only Rieger et al. and Guo et al. have stud-
ied the character of the quantum phase transitions of the present models and given
z ≈ 1.5 and 1.3 at critical points in two and three dimensions respectively. Their re-
sults, in particular those on the values of z at critical points, might be reconsidered
from the viewpoint of infinite randomness fixed points.

6.5 A General Discussion on Transverse Ising Spin Glasses

For the classical Ising spin glass the lower critical dimension dc
l is between 2 and 3;

2 < dc
l < 3 and the upper critical dimension dc

u is 6 [39]. For the quantum Ising spin
glass these values are not yet precisely known. Analytical studies of the short-range
quantum spin glass, using the Landau-Ginzberg-Wilson (LGW) Hamiltonian [325],
indicate that the upper critical dimension for such models is 8: dc

u = 8.
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Another important aspect of the quantum Ising spin glasses is the quantum clas-
sical correspondence. In a pure system, as mentioned earlier, the quantum phase
transition in the d-dimensional quantum Hamiltonian is equivalent to the thermal
phase transition in an equivalent classical Hamiltonian with one added dimension
(“Trotter dimension”). But it seems, in presence of frustration the scenario is dis-
tinctively different. In fact, several studies do not indicate that the d-dimensional
quantum EA model corresponds to a (d + z)-dimensional classical model, where z

is the dynamical exponent. For the pure system the value of the dynamical exponent
is 1, which readily leads to the correspondence of the d-dimensional quantum sys-
tem with the (d+1)-dimensional classical system. Suzuki [387] conjectured that the
averaging over disorder effectively introduces another additional dimension so that
the d-dimensional quantum model should correspond to the (d + 2)-dimensional
classical model. At the upper critical dimension, z being 2, this conjecture might be
correct.

The Sherrington-Kirkpatrick model in presence of a transverse field has been
studied extensively using both analytical and simulational techniques. The phase
diagram has been obtained and from rigorous results it seems that the value of the
zero-temperature critical transverse field is around 1.5J , where J is the variance
of the Gaussian distribution of the interaction between the spins. The Edwards-
Anderson model has also been studied, mostly using numerical techniques for
the higher dimensional model and the various exponents associated with the zero-
temperature phase transition (driven by the transverse field) have been obtained us-
ing quantum Monte Carlo techniques.

6.5.1 The Possibility of Replica Symmetric Ground States
in Quantum Glasses

The question of the existence of replica symmetric ground states in quantum spin
glasses has been studied extensively. Replica symmetry restoration is a quantum
phenomenon, arising due to the quantum tunnelling between the classical “trap”
states separated by infinite (but narrow) barriers in the free energy surface, which
is possible as the quantum tunnelling probability is proportional to the barrier area
which is finite. To investigate this aspect of quantum glasses, one has to study the
overlap distribution function P(q)

P (q) =
∑

l,l′
PlPl′δ

(
q − qll′), (6.5.1)

where Pl is the Boltzmann weight associated with the states l and l′ and qll′ is the
overlap between the states l and l′,

qll′ = 1

N

N∑

i=1

〈Si〉(l)〈Si〉(l′). (6.5.2)
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One can also define the overlap distribution in the following form (for a finite system
size N )

PN(q) = 〈δ(q − q12
)〉
, (6.5.3)

where q12 is the overlap between two sets of spins S(1)
i and S

(2)
i , with identical bond

distribution but evolved with different dynamics,

q12 = 1

N

N∑

i=1

S
(1)
i S

(2)
i . (6.5.4)

PN(q) → P(q) in the thermodynamic limit. In quantum glass problem one has to
study similarly the overlap distribution function PN(q), and if the replica symmetric
ground states exist, the above function must tend to a delta-function in the thermo-
dynamic limit. In the para-phase, the distribution will approach a delta function at
q = 0 for the infinite system.

Ray, Chakrabarti and Chakrabarti [323], performed Monte Carlo simulations,
mapping the d-dimensional transverse S-K spin glass Hamiltonian to an equivalent
(d + 1)-dimensional classical Hamiltonian (6.3.39) and addressed the question of
the stability of the replica symmetric solution, with the choice of the order parameter
distribution function given by

PN(q) =
〈
δ

(
q − 1

MN

N∑

i=1

M∑

k=1

S
(1)
ik S

(2)
ik

)〉
(6.5.5)

where as mentioned earlier, superscripts (1) and (2) refer to the two identical sam-
ples but evolved with different Monte Carlo dynamics. It may be noted that a similar
definition for q (involving overlap in identical Trotter indices) was used by Guo et
al. [163]. Lai and Goldschmidt [240] performed Monte Carlo studies with larger
sample size (N ≤ 100) and studied the order parameter distribution function

PN(q) =
〈
δ

(
q − 1

N

N∑

i=1

S
(1)
ik S

(2)
ik′

)〉
(6.5.6)

where the overlap is taken between different (arbitrarily chosen) Trotter indices k

and k′(k �= k′). Their studies indicate that PN(q) does not depend upon the choice
of k and k′ (Trotter symmetry). Rieger and Young [332] also defined q in a similar
way (q = (1/NM)

∑N
i=1
∑M

kk′=1 S
(1)
ik S

(2)
ik′ ). There are striking differences between

the results Lai and Goldschmidt obtained with the results of Ray et al. In the studies
of Ray et al. [323], for Γ � Γc , P(q) is found to have an oscillatory dependence on
q with a frequency linear in N (which is probably due to the formation of standing
waves for identical Trotter overlaps). However, with increasing N , the amplitude of
the oscillation decreases in the low-q part and the magnitude of P(q = 0) decreases,
indicating that P(q) might go over to a delta function in the thermodynamic limit.
The envelope of this distribution function appears to have a decreasing P(q = 0)
value as the system size is increased. Ray et al. [323] argued that the whole spin
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glass phase is replica symmetric due to quantum tunnelling between the classical
trap states. Lai and Goldschmidt [240], on the other hand, do not find any oscilla-
tory behaviour in P(q). Contrary to the findings of Ray et al., they get a replica
symmetry breaking (RSB) in the whole of the spin glass phase from the nature
of P(q), which, in this case, has a tail down to q = 0 even as N increases. Ac-
cording to them, the results of Ray et al. [323] are different from theirs because of
the different choices of the overlap function. Goldschmidt and Lai have also ob-
tained replica symmetry breaking solution at first step RSB and hence the phase
diagram [240].

Büttner and Usadel [50], have shown that the replica symmetric solution is un-
stable for the effective classical Hamiltonian (6.3.39) and also estimated [49] the
order parameter and the other thermodynamic quantities like susceptibility, internal
energy and entropy by applying Parisi’s replica symmetry breaking scheme to the
above effective classical Hamiltonian. Using the static approximation, Thirumalai et
al. [401], found stable replica symmetric solution in a small region close to the spin
glass freezing temperature. But, as mentioned earlier, in the region close to the crit-
ical line (Fig. 6.1), quantum fluctuations are always subdued by the thermal fluctua-
tions due to critical slowing down and hence, restoration of replica symmetry, which
is essentially a quantum effect, perhaps cannot be prominent in the region close to
the critical line. Yokota [437] in a numerical solution of the mean field equations
for finite sizes, has obtained large number of pure states of the model. However, the
results are insufficient to indicate the behaviour in the thermodynamic limit. Recent
studies on short-range Ising spin glass Hamiltonian using Landau-Ginzberg-Wilson
Hamiltonian [325] indicate the existence of a replica symmetric ground state in the
spin glass phase (at T = 0).

All these (numerical) studies are for the equivalent classical Hamiltonian, ob-
tained by applying the Suzuki-Trotter formalism to the original quantum Hamilto-
nian, where the interactions are anisotropic in the spatial and Trotter direction and
the interaction in the Trotter direction becomes singular in the T → 0 limit. Obvi-
ously, one cannot extrapolate the finite temperature results to the zero-temperature
limit (and also the quantum-classical equivalence holds in the zero-temperature
limit). The results of the exact diagonalisation of finite size systems (N ≤ 10) at
T = 0 itself [363] do not indicate any qualitative difference in the behaviour of
the average (over about fifty random configurations) mass gap Δ and the internal
energy Eg from that of the ferromagnetic transverse Ising case, indicating the possi-
bility that the system might be “ergodic”. On the other hand, the (zero-temperature)
distribution for the order parameter does not appear to go to a delta function with
increasing N as is clearly found for the corresponding ferromagnetic (random long
range interaction without competition). In this case, the order parameter distribution
P(q) is simply the measure of normalised number of ground state configurations
having the order parameter value as q . This perhaps indicates broken ergodicity for
small values of Γ . The order parameter distribution also shows oscillations similar
to that obtained by Ray et al. [323]. It is therefore, still an open question whether
replica symmetry is broken in the whole of spin glass phase, or only at Γ = 0 region
of the phase, and if not, where is the exact location of the Almeida-Thouless line
[39, 76, 136, 275].
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6.6 Ising Spin Glass with p-Spin Interactions in a Transverse
Field

The Hamiltonian for an Ising spin glass model with p-spin interactions in a trans-
verse field is given by

H = −
∑

i1···ip
Ji1···ipS

z
i1

· · ·Sz
ip

− Γ

N∑

j=1

Sx
j (6.6.1)

where the sum (i1 · · · ip) runs over all distinct p-plets, N is the total number of sites.
The interactions Ji1···ip are random following a Gaussian distribution

P(Jii ···ip ) =
√

Np−1

πp! exp

(
−Np−1

p! J 2
i1···ip

)
.

For Γ = 0, in the limit p → ∞, the Hamiltonian describes the classical random
energy model [103, 104, 162]. For nonzero Γ , the model is exactly solvable in the
limit p → ∞ using the static approximation which gives the exact results in this
limit [158].

Let us first glance about the thermodynamic property of the classical Hamiltonian
denoted by H0:

H0 = −
∑

i1···ip
Ji1···ipS

z
i1

· · ·Sz
ip
.

We define the probability distribution P(E) of an eigenenergy of H0 as the probabil-
ity distribution that a given spin configuration (S) ≡ (S1, S2, . . .) has an energy E:

P(E) = [δ(E −H0(S)
)]

av =
∫

δ
(
E −H0(S)

) ∏

0≤i1<···<ip≤N

P (Ji1,...,ip )dJi1,...,ip .

Using the representation of the Dirac’s delta function, δ(E) = (2π)−1
∫
dx eiEx ,

one can write

P(E) = 1

2π

∫ ∞

−∞
dx eiEx

∏

0≤i1<···<ip≤N

√
Np−1

πp!
∫ ∞

−∞
dJi1,...,ip

× exp

(
−Np−1

p! J 2
i1,...,ip

− iJi1,...,ipSi1 · · ·Sipx
)
.

Performing the Gaussian integrals, a simple expression of P(E) is obtained as

P(E) = 1

2π

∫ ∞

−∞
dx exp

(
−N

4
x2 + iEx

)

= 1√
πN

e−E2/N . (6.6.2)
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We next consider the pair probability of energies of H0. It is defined by the prob-
ability that given two spin configurations (S(1)) ≡ (S

(1)
1 , S

(1)
2 , . . .) and (S(2)) ≡

(S
(2)
1 , S

(2)
2 , . . .) have energies E1 and E2 respectively:

P(E1,E2) = [δ(E1 −H0
(
S(1)))δ

(
E2 −H0

(
S(2)))]

av. (6.6.3)

A similar algebra to P(E) leads us to

P(E1,E2)

= 1

(2π)2

∫
dx1 dx2 exp

[
−N

4
x2

1 − N

4
x2

2

− p!
2Np−1

( ∑

1≤i1<···<ip≤N

S
(1)
i1

S
(2)
i1

· · ·S(1)
ip

S
(2)
ip

)
x1x2 − iE1x1 − iE2x2

]
.

With N → ∞, one can write

p!
Np

∑

1≤i1<···<ip≤N

S
(1)
i1

S
(2)
i1

· · ·S(1)
ip

S
(2)
ip

= 1

Np

∑

i1 �=···�=ip

S
(1)
i1

S
(2)
i1

· · ·S(1)
ip

S
(2)
ip

→ qp,

where

q = 1

N

N∑

i=1

S
(1)
i S

(2)
i (6.6.4)

is the overlap parameter. Performing the Gaussian integral with respect to x1 and
x2, one obtains the following expression of P(E1,E2).

P(E1,E2) = 1

πN [(1 + qp)(1 − qp)]1/2
exp

[
− (E1 +E2)

2

2N(1 + qp)
− (E1 −E2)

2

2N(1 − qp)

]
.

(6.6.5)

Equations (6.6.2) and (6.6.5) imply that the energies of two spin configurations be-
comes independent in the infinite limit of p, namely,

P(E1,E2)
p→∞−→ P(E1)P (E2). (6.6.6)

We focus on the case with p → ∞ hereafter.
Let us consider the number of states with the energy in [E,E + dE]:

n(E)dE =
2N∑

k=1

δ
(
E −H

(
S(k)

))
dE. (6.6.7)

Equations (6.6.2) and (6.6.5) lead to
[
n(E)

]
av dE = 2NP (E)dE

[{
n(E)dE

}2]
av =

[∫ E+dE

E

n(E1)n(E2) dE1 dE2

]

av

= 2N
(
2N − 1

)
P(E)2 dE2 + 2NP (E)dE.
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It follows that for N � 1
([{

n(E)dE
}2]

av − {[n(E)
]

av dE
}2)1/2 ≈

√[
n(E)

]
av dE.

Hence the peak of the distribution of n(E) is so sharp that one may approximate

n(E) ≈ [n(E)
]

av = 2NP (E) = 1√
πN

exp
{
N
(
ln 2 −E2/N2)}

for |E| <N
√

ln 2 and n(E) ≈ 0 for |E| >N
√

ln 2. The entropy density is given by

s(ε) = 1

N
lnn(E) ≈ ln 2 − ε2

for |E|/N ≡ |ε| < √
ln 2. The phase transition takes place when ε = −√

ln 2 where
s(ε) = 0. The critical temperature is determined by

1

Tc
= ds(ε)

dε

∣∣∣∣
ε=−√

ln 2
= 2

√
ln 2.

For T > Tc, the free-energy density is given by

f = ε − T s = −T ln 2 − 1

4T
.

Below Tc, since there is no level lower than −√
ln 2, one has a constant free-energy

density:

f = −√
ln 2.

Now we introduce the transverse field and consider the full Hamiltonian (6.6.1).
The model is cast into its equivalent classical one using the Suzuki-Trotter formula
(cf. Sect. 3.1) and the free energy calculated using the replica trick [158]. The static
hypothesis or ansatz is that all the order parameters are independent of the values
of the Trotter indices. In the high temperature regime, the replica symmetric ansatz
has been used. It is found that there exist two different regions in the paramagnetic
phase (with the spin glass order parameter q = 0) distinguished by the transverse
ordering. In one, there is no transverse ordering (classical paramagnetic region).
The transverse ordering is characterised by (∂f/∂Γ ) where f is the free energy. In
the classical paramagnetic region the free energy is given by f = −T ln 2 − 1/4T
giving

χ = ∂f

∂Γ
= 0. (6.6.8)

In the other region (quantum paramagnetic), the free energy is

f = −T ln 2 − T ln
[
cosh(Γ/T )

]
(6.6.9)

giving a nonzero transverse ordering

χ = (T /Γ ) tanh(Γ/T ). (6.6.10)
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Fig. 6.15 Phase diagram of
the p-spin quantum Ising spin
glass in the limit of p → ∞.
Phase I and II are
paramagnetic phases with
zero and nonzero transverse
ordering (χ ), respectively
separated by a second order
transition line. All the other
transitions are first order

At low temperatures, the spin glass phase exists where the replica symmetry
breaking solutions have been used. The phase diagram obtained in [158] is shown
in Fig. 6.15.

A systematic large-p expansion of the same model was also done [109], using
again the replica trick and the Suzuki-Trotter transformation. For large but finite p,
the transition line between these two phases in the high temperature regime was
found to end at a critical point given by T/(J

√
p ) = 0.2593 and Γ/J = 0.7579.

The cavity fields approach was used [61] to study the same model in the param-
agnetic region. The expression of free energy agreed exactly with that of [109] and
the coexistence line of the two phases is given by

Γ (T ) = J 2/4T + T ln
[
1 − exp

(−J 2/2T 2)]. (6.6.11)

It was also found that while the thermodynamics at p → ∞ is given exactly by
the static approximation, the dynamical properties are different. Thus one can con-
clude that the existence of two high temperature phases is a property of large p not
observed for p = 2.

6.6.1 p-Body Spin Glass with Ferromagnetic Bias

In this subsection, we investigate the validity of static approximation for p-body
spin glass model with ferromagnetic bias in the limit of p → ∞. The following
argument was recently given by Obuchi et al. [300].

Let us start our argument from the following Hamiltonian:

H = −
∑

I1<···<ip

Ji1···ipS
z
i1

· · ·Sz
ip

− Γ

N∑

i=1

Sx
i (6.6.12)
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where Ji1···ip is the quenched randomness obeying the Gaussian distribution:

P(Ji1···ip ) =
(
Np−1

J 2πp!
)1/2

exp

{
−Np−1

J 2p!
(
Ji1···ip − j0p!

Np−1

)}
, (6.6.13)

where non-zero j0 denotes the ferromagnetic bias.
For the classical system obtained by Suzuki-Trotter decomposition, we have the

following replicated partition function by means of the standard replica method

�Zn
M� =

∫ ∏

μ,t

dm
μ
t dm̃

μ
t

∏

μ<ν

∏

t t ′
dq

μν

tt ′ dq̃
μν

tt ′
∏

μ

∏

t �=t ′
dq

μμ

tt ′ dq̃
μμ

tt ′

× expN

{∑

t t ′

∑

μ<ν

(
β2J 2

2M2

(
q
μν

tt ′
)p − 1

M2
q̃
μν

tt ′ q
μν

tt ′

)

+
∑

t t ′

∑

μ

(
β2J 2

4M2

(
q
μμ

tt ′
)p − 1

M2
q̃
μμ

tt ′ q
μμ

tt ′

)

+
∑

t,μ

(
β2j0

M

(
m

μ
t

)p − 1

M
m̃

μ
t m

μ
t

)
+ log tr exp(−Heff)

}

(6.6.14)

with

Heff = −B
∑

t,μ

S
μ
t S

μ
t+1 − 1

M

∑

μ,t

m̃
μ
t S

μ
t − 1

M2

∑

μ<ν

∑

t t ′
q̃
μν

tt ′ S
μ
t S

ν
t ′

− 1

M2

∑

μ

∑

t �=t ′
q̃
μμ

tt ′ S
μ
t S

μ

t ′ . (6.6.15)

From the above expression, we immediately have the free energy density (free en-
ergy per spin) as

−βF =
∑

t t ′

∑

μ<ν

(
β2J 2

2M2

(
q
μν

tt ′
)p − 1

M2
q̃
μν

tt ′ q
μν

tt ′

)

+
∑

t t ′

∑

μ

(
β2J 2

4M2

(
q
μμ

tt ′
)p − 1

M2
q̃
μμ

tt ′ q
μμ

tt ′

)

+
∑

t,μ

(
β2j0

M

(
m

μ
t

)p − 1

M
m̃

μ
t m

μ
t

)
+ log tr exp(−Heff) (6.6.16)

with the following order parameters

q
μν

tt ′ = 〈Sμ
t S

ν
t ′
〉

(6.6.17)

q̃
μν

tt ′ = 1

2
β2J 2p

(
q
μν

tt ′
)p−1 (6.6.18)

q
μμ

tt ′ = 〈Sμ
t S

μ

t ′
〉

(6.6.19)
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q̃
μμ

tt ′ = 1

4
β2J 2p

(
q
μμ

tt ′
)p−1 (6.6.20)

m
μ
t = 〈Sμ

t

〉
(6.6.21)

m̃
μ
t = βj0p

(
m

μ
t

)p−1 (6.6.22)

where 〈· · ·〉 stands for the thermal average over the weight e−Heff . To proceed the
analysis, we usually use the static approximation under the replica symmetric (RS)
ansatz. Namely,

q
μμ

tt ′ = R, q
μν

tt ′ = q, m
μ
t = m. (6.6.23)

However, here we focus on the validity of the static approximation. Hence, we do
not use the static approximation and write the above order parameters as

q
μμ

tt ′ = R
(
t, t ′
)
, q

μν

tt ′ = q
(
t, t ′
)
, m

μ
t = m(t). (6.6.24)

Then, we consider the deviation from the static approximation and rewrite the con-
jugate order parameters for (6.6.24) as

R̃
(
t, t ′
)= R̃ +ΔR̃

(
t, t ′
)
, q̃

(
t, t ′
)= q̃ +Δq̃

(
t, t ′
)
, m̃(t) = m̃+Δm̃(t).

(6.6.25)

Substituting (6.6.24) and (6.6.25) into the effective Hamiltonian Heff, we have

Heff = Hstat + V
(
t, t ′
)

(6.6.26)

with

Hstat = −B
∑

μ,t

S
μ
t S

μ
t+1 − R̃

M2

∑

μ

∑

t �=t ′
S
μ
t S

μ

t ′ − q̃

2M2

∑

μ �=ν

∑

t t ′
S
μ
t S

ν
t ′ −

m̃

M

∑

μ,t

S
μ
t

(6.6.27)

and

V
(
t, t ′
)= − 1

M2

∑

μ

∑

t �=t ′
ΔR̃
(
t, t ′
)
S
μ
t S

μ
t+1 − 1

2M2

∑

μ �=ν

∑

t t ′
Δq̃
(
t, t ′
)
S
μ
t S

ν
t+1

− 1

M

∑

μ

∑

t

Δm̃(t)S
μ
t . (6.6.28)

Originally, the order parameters are given as auto-correlation function between two
Trotter slices t , t ′. Therefore, we can naturally assume that these quantities de-
creases as a function of |t − t ′|. From the definitions, the conjugate of these order pa-
rameters are given as p-th power of the order parameters. Hence, it is reasonable for
us to expand the free energy density with respect to the deviation ΔR̃(t, t ′),Δq̃(t, t ′)
and Δm̃(t), namely, we expand the f with respect to V (t, t ′). Thus, we immediately
obtain

βf = 1

2M2

∑

t t ′

(
β2J 2

2
q
(
t, t ′
)p − q̃

(
t, t ′
)
q
(
t, t ′
)−Δq̃

(
t, t ′
)
q
(
t, t ′
))
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− 1

M2

∑

t �=t ′

(
β2J 2

4
R
(
t, t ′
)p − R̃

(
t, t ′
)
R
(
t, t ′
)−ΔR̃

(
t, t ′
)
R
(
t, t ′
))

− 1

M

∑

t

(
βj0m(t)p − m̃(t)m(t)−Δm̃(t)m(t)

)

− lim
n→0

1

n

(
log tr exp(−Hstat)+ 〈V 〉stat

)
, (6.6.29)

where 〈· · ·〉stat denotes the average by the weight exp(−Hstat). After taking the func-
tional derivative of βf with respect to R̃(t, t ′), we have

R
(
t, t ′
)= lim

n→0

tr(Sμ
t S

μ

t ′ ) exp(−Hstat)

tr exp(−Hstat)
. (6.6.30)

To calculate the above auto-correlation function, we rewrite the exp(−Hstat) by
means of the Hubbard-Stratonovitch transformation:

exp
(
a2)=

∫
Dz exp(

√
2az). (6.6.31)

When we notice

R̃

M2

∑

μ

∑

t �=t ′
S
μ
t S

μ

t ′ = exp

{
R̃

M2

(∑

t

S
μ
t

)2}
(6.6.32)

q̃

2M2

∑

μ �=ν

∑

t t ′
S
μ
t S

ν
t ′ = exp

[
q̃

2M2

(∑

μ,t

S
μ
t

)2

−
∑

μ

q̃

2M2

(∑

t

S
μ
t

)2]

(6.6.33)

one has

exp(−Hstat) =
∫

Dz1

∏

μ

{∫
Dz2 exp

(
B
∑

t

S
μ
t S

μ
t+1 + A

M

∑

t

S
μ
t

)}
, (6.6.34)

where we defined

A = z2

√
2R̃ − q̃ + z1

√
q̃ + m̃. (6.6.35)

Here, we should notice from (6.6.34) and

q
(
t, t ′
)= − lim

n→0

1

n

〈∑

μ �=ν

S
μ
t S

μ

t ′

〉

stat

m(t) = lim
n→0

1

n

〈∑

μ

S
μ
t

〉

stat
(6.6.36)

that q and m are time-independent because each replica in Hstat is independent and
the translational invariance in the Trotter direction holds.
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The denominator of (6.6.30) with (6.6.34) is rewritten in the limit of n → 0 as

tr exp(−Hstat) =
∫

Dz1

{∫
Dz2 tr exp

(
B
∑

t

StSt+1 + A

M

∑

t

St

)}n

= 1 + O(n) (6.6.37)

whereas the numerator is given as

tr
(
S
μ
t S

μ

t ′
)

exp(−Hstat) =
∫

Dz1

{∫
Dz2 tr exp

(
B
∑

t

StSt+1 + A

M

∑

t

St

)}n−1

×
∫

Dz2 tr
(
S
μ
t S

μ

t ′
)

exp(−Hstat)

=
∫

Dz1

∫
Dz2 tr(Sμ

t S
μ

t ′ ) exp(−Hstat)∫
Dz2 tr exp(B

∑
t StSt+1 + A

M

∑
t St )

. (6.6.38)

By using the inverse process of the Suzuki-Trotter decomposition, we can easily
carry out the trace in the denominator:

lim
M→∞ tr exp

(
B
∑

t

StSt+1 + A

M

∑

t

St

)
= tr exp

(
ASz + βΓ Sx

)

= 2 cosh
√
A2 + β2Γ 2. (6.6.39)

For simplicity, let us define

Y =
∫

Dz2 2 cosh
√
A2 + βΓ 2 =

∫
Dz2 2 coshω. (6.6.40)

Then, the R(t, t ′) is written by

R(t, t) =
∫

Dz1 Y
−1
∫

Dz2 G
(
t, t ′
)

(6.6.41)

with

G
(
t, t ′
)= tr(StSt ′) exp

(
B
∑

t

StSt+1 + A

M

∑

t

St

)
. (6.6.42)

The G(t, t ′) is nothing but the correlation function of one-dimensional Ising chain.
It is easily computed by the transfer matrix method. The solution is given by

G
(
t, t ′
)= 4x2+x2−

(
λt−t ′+ λ

M−(t−t ′)
− + λ

M−(t−t ′)
+ λt−t ′−

)

+ (2x2+ − 1
)2
λM+ + (2x2− − 1

)
λM− , (6.6.43)

where we defined

λ± = eB
(
cosh(A/M)±

√
cosh2(A/M)− 1 + e−4B

)
(6.6.44)
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for the eigenvalues of the transfer matrix and also defined

(
x±
y±

)
= D±

⎛

⎝
−e−B

eB(sinh(A/M)∓
√

sinh2(A/M)+ e−4B )

⎞

⎠ (6.6.45)

for the first component of eigenvectors (D± stands for the normalisation constant).
Then, we evaluate

x2± = 1

2

(βΓ )2

ω2 ∓Aω
, (Cλ±)M = e±ω (6.6.46)

with C = {(1/2) sinh 2βΓ/M}2. Hence, we have

G
(
t, t ′
)= G(τ) = A2ω−2 coshω + (βΓ )2ω−2 coshω(1 − 2τ) (6.6.47)

τ ≡ lim
M→∞

t − t ′

M
. (6.6.48)

Substituting these results into (6.6.43), we finally obtain the auto-correlation func-
tion as

R(τ) =
∫

Dz1 Y
−1
(∫

Dz2 A
2ω−2 coshω + β2Γ 2

∫
Dz2 ω

−2 coshω(1 − 2τ)

)
.

(6.6.49)

Here we focus on the ferromagnetic phase. In the ferromagnetic phase, all conjugate
order parameters go to infinity in the limit of p → ∞. Then, we can assume that
2R̃ = q̃ from (6.6.18), (6.6.19), (6.6.23). Hence, from (6.6.35), the integral over z2
gives 1 and we have Y = coshω and

RF(τ ) =
∫

Dz1

(
A2ω−2 + β2Γ 2ω−2 coshω(1 − 2τ)

coshω

)
. (6.6.50)

We first consider the first term appearing in the right hand side of (6.6.50). From
(6.6.22), (6.6.23), we have m̃ = βj0p(m)p−1, namely, 1/m̃ ∝ 1/p. Hence, in the
limit of p → ∞, A2ω−2 is approximated by

A2ω−2 = (1 +√q̃ z1/m̃)2

1 + 2
√
q̃ z1/m̃+ (

√
q̃ z1/m̃)2 + (βΓ/m̃)2

� 1 − β2Γ 2

m̃2
= 1 −

(
Γ

j0

)2
m−2p+2

p2
. (6.6.51)

This reads
∫

Dz1 A
2ω−2 = 1 −

(
Γ

j0

)2
m−2p+2

p2
. (6.6.52)

We next evaluate the second term in the right hand side of (6.6.50), namely,
∫

Dz1 ω
−2 coshω(1 − 2τ)

coshω
�
∫

Dz1 ω
−2(e−2τω + e−2ω(1−τ)

)
(6.6.53)
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by the saddle point method. The result gives (Γ/j0)
2f (τ,p)p−2, where f (τ,p)

stands for the time-dependent correlation function decreasing exponentially as p

grows. As the result, we have

RF (τ) � 1 −
(
Γ

j0

)2 1

p2
+
(
Γ

j0

)2 1

p2
f (τ,p). (6.6.54)

In the ferromagnetic phase, the time-dependent part of the correlation function
f (τ,p) for finite p correction is exponentially small for large p as in the classical
paramagnetic phase and spin glass phase. Hence, we conclude that static approxi-
mation is valid in this sense.

6.7 Random Fields

6.7.1 Classical Random Field Ising Models

The random field Ising model (RFIM), described by the Hamiltonian

H = −
∑

ij

Jij S
z
i S

z
j −

∑

i

hiS
z
i (6.7.1)

where Sz
i = ±1 are the Ising spins and the hi are independent quenched random

variables with mean zero, has been subjected to rigorous theoretical and experimen-
tal investigations in recent years (for a review see [33]). The random field acts as
an order-destroying field, which effectively reduces the transition temperature Tc
of the classical Ising transition from the symmetry broken (ferromagnetic) phase to
the symmetric phase (configuration averaged magnetisation zero) as the magnitude
of the random field is increased from zero, until Tc goes to zero for a critical am-
plitude or width of the random field (i.e., there exists a critical line hr(T ) in the
hr–T diagram). For hr > hcr , the system is always disordered at any temperature.
It has been established [46] that the RFIM does not order for d ≤ 2, indicating the
lower critical dimensionality for the system is two. The existence of long-range or-
der in the three dimensional model, for low temperature and weak random field,
has been rigorously proved [46]. It has also been established from the mean field
studies of the classical model that, whenever the distribution function of the random
field P(h) has a minimum at zero field (e.g., the binary distribution), one obtains
a tricritical point [7] on the critical line, so that the transition for the larger values
of the random field is discontinuous, whereas if the distribution function P(h) de-
creases monotonically with the increase of the magnitude of h (e.g., the Gaussian
distribution), the transition is always continuous [348]. If the transition is second
order, the scaling arguments [45, 137, 411] (based on the assumptions that near the
critical point Tc(hr) the random field fluctuations dominate over the thermal fluc-
tuations), suggest a modified hyperscaling relation of the form 2 − α = ν(d − θ);
with the exponents ν and α as the correlation length and specific heat exponents
respectively. The new exponent θ is related to the exponents η and η (where η and η
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describe the decay of the connected and disconnected correlation functions respec-
tively at Tc(hr)) through the relation θ = 2 + η − η. Obviously there seems to exist
three independent critical exponents, but recent rigorous studies [157] imply that
θ = 2 − η, and η = 2η so that the Schwartz-Soffer inequality [350] is fulfilled as an
equality. One should also mention here that the recent extensive numerical studies
[328, 331], using both binary and Gaussian distribution of random fields, indicate
a violation of the above-mentioned simple dimensional reduction. Also, the possi-
bility of the occurrence of a spin glass phase between the para and the ferro phases
has been discussed [272, 274]. The static universal critical behaviour is found to be
identical for ferromagnets in a random field and dilute antiferromagnets in a uniform
field [59, 147].

6.7.2 Random Field Transverse Ising Models (RFTIM)

It has been conjectured that frustration in the RFIM gives rise to a “many valley”
structure in the configuration space, similar to the situation in spin glasses [33].
Dutta et al. [116] have studied the random (longitudinal) field transverse Ising model
(RFTIM) to investigate the effects of the quantum fluctuations (induced by the trans-
verse or tunnelling field) on the transition in the RFIM. Specifically, we consider
RFTIM system represented by the Hamiltonian

H = −
∑

ij

Jij S
z
i S

z
j −

∑

i

hiS
z
i − Γ

∑

i

Sx
i . (6.7.2)

6.7.2.1 Mean Field Studies

We consider a random field Ising ferromagnet (with long-range interaction), in the
presence of a uniform transverse field

H = − J

N

∑

i �=j

Sz
i S

z
j −

∑

i

hiS
z
i − Γ

∑

i

Sx
i , (6.7.3)

where Γ is the strength of the tunnelling field and hi , as mentioned earlier, is the
quenched random field at each site with a probability distribution P(h) having zero
mean and nonzero variance. Using the replica trick and the saddle-point integration
(in the N → ∞ limit), one can exactly reduce the classical Hamiltonian (Γ = 0) to
an effective single-site Hamiltonian of the form [348]

H =
∑

i

Hi = −
∑

i

(2mJ + hi)S
z
i , (6.7.4)

with the effective molecular field at each site given by (2mJ + hi), where m is the
configuration averaged magnetisation.
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For the quantum Hamiltonian (Γ �= 0), in the large N limit, one can similarly
construct an effective single-site Hamiltonian given by (see Sect. 6.A.3)

H = −
∑

i

(
2mz + hi

)
Sz
i − Γ

∑

i

Sx
i , (6.7.5)

where mz is the configuration averaged longitudinal magnetisation. The configu-
ration averaged magnetisation vector can be readily written [48, 379] in the self-
consistent form

m = tanhβ
[√(

2mzJ + h
)2 + Γ 2

]( (2mzJ + h)ẑ + Γ x̂√
(2mzJ + h)2 + Γ 2

)
(6.7.6)

so that the configuration averaged longitudinal magnetisation is

mz =
[

tanhβ
(√(

2mzJ + h
)2 + Γ 2

) 2mzJ + h√
(2mzJ + h)2 + Γ 2

]
, (6.7.7)

where the over-head bar denotes a configuration average over the distribution of the
random field. If one now uses a binary distribution of the random field

P(h) = 1

2
δ(h− h0)+ 1

2
δ(h+ h0), (6.7.8)

the configuration averaged longitudinal magnetisation can be written as [48, 379]

mz = 1

2

[
tanhβ

(√(
2mzJ + h0

)2 + Γ 2
) 2mzJ + h0√

(2mzJ + h0)2 + Γ 2

]

+ 1

2

[
tanhβ

(√(
2mzJ − h0

)2 + Γ 2
) 2mzJ − h0√

(2mzJ − h0)2 + Γ 2

]
. (6.7.9)

From (6.7.7), one can conclude that for any symmetric distribution P(h), of the ran-
dom field, mz = 0 is always a solution of (6.7.7). For large enough temperature and
random field, this is the only solution. At low temperature and weak random field,
one finds an additional solution mz �= 0 (symmetry broken phase) with lower free
energy. If the transition is continuous, one can find the transition point by expanding
(6.7.7) around mz = 0,

mz ∼ amz − b
(
mz
)3 − x

(
mz
)5 − · · · . (6.7.10)

A second-order transition is found when a = 1 as long as b > 0. If b < 0 the tran-
sition is first order and the point a = 1 and b = 0 characterises a tricritical point on
the phase boundary, separating the ferromagnetic phase (mz �= 0) and the phase with
mz = 0 (but with nonzero value of the configuration averaged squared magnetisa-
tion). In the classical case (Γ = 0) [7], one finds

a = 2βJ
(
1 − t2

); b = 1

3
(2βJ )3[(1 − t2

)(
1 − 3t2

)]
(6.7.11)

where t = tanhβh. With a binary distribution of the random field one finds the
tricritical point [7] at

βJ = 3

4
, tanh2(βh0) = 1

3
. (6.7.12)
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One can solve (6.7.9) (with Γ = 0) numerically, to obtain the entire phase diagram
of the classical system. In the extreme quantum limit (T = 0), the thermal fluc-
tuations are absent and the fluctuations induced by the random field and quantum
fluctuations due to the transverse field tend to destroy the long-range order. From
(6.7.9) the configuration averaged longitudinal magnetisation can be written as

mz =
[

2mzJ + h√
(2mzJ + h)2 + Γ 2

]
. (6.7.13)

Expanding the magnetisation in the form (6.7.10), we find for any symmetric distri-
bution of the random field

a =
[

2J√
h2 + Γ 2

− 2Jh2

(h2 + Γ 2)3/2

]
, (6.7.14)

b =
[

24J 3

(h2 + Γ 2)3/2
− 144h2J 3

(h2 + Γ 2)5/2
+ 120J 3h4

(h2 + Γ 2)7/2

]
. (6.7.15)

Specifically, if we use the binary distribution of random field

a =
[

2J√
h2

0 + Γ 2
− 2Jh2

0

(h2
0 + Γ 2)3/2

]
, (6.7.16)

b =
[

24J 3

(h2
0 + Γ 2)3/2

− 144h2
0J

3

(h2
0 + Γ 2)5/2

+ 120h4
0J

3

(h2
0 + Γ 2)7/2

]
. (6.7.17)

The tricritical point (a = 1, b = 0) is obtained at Γ � 1.4J , h0 � 0.74J . The nu-
merically obtained phase diagram is very similar to the phase diagram obtained in
the classical case (Γ = 0), indicating that the transverse field behaves in the same
manner as the temperature to destroy the long-range order.

When both the thermal and quantum fluctuations are present, we obtain the phase
diagram (Fig. 6.16) in the Γ –h0 plane (for various temperatures below the pure sys-
tem transition temperature) by numerically solving (6.7.9) and also if the transition
is second order, the transition point is given by

a =
[

4h2Jβ(1 − t2)

2(h2 + Γ 2)
+ 2tJ

(h2 + Γ 2)1/2
− 2th2J

(h2 + Γ 2)3/2

]
, (6.7.18)

where t = tanhβh. We find, from the numerically obtained phase diagram, that as
the temperature is increased, the phase diagram shrinks to lower values of Γ and h0
and the tricritical point on the critical line in the Γ –h0 plane shifts to a higher value
of h0 (i.e., the second-order region on the phase boundary increases) and eventually
if the temperature is higher than the value at the tricritical point of the classical
phase boundary, the entire phase boundary corresponds to the continuous transition.
These mean field calculations can be readily extended to obtain numerically the
phase diagram when the random field distribution is Gaussian with zero mean and
nonzero variance

P(h) = 1√
2πΔ2

exp

(
− h2

2Δ2

)
. (6.7.19)
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Fig. 6.16 The mean field phase diagram of RFTIM in the Γ –h0 plane for different temperatures.
The black circle denotes the tricritical point. The inset shows the nature of transition below and
above the tricritical point

One can easily see in this case that the phase transition is continuous for all values
of Γ and Δ (width of the Gaussian distribution) as because even in the limit of
temperature and transverse field both being zero, the transition driven by the random
field is continuous.

6.7.2.2 Mapping of Random Ising Antiferromagnet in Uniform Longitudinal
and Transverse Fields to RFTIM

We here show that the random Ising antiferromagnet in uniform transverse and lon-
gitudinal field (RIAFTL) is in the universality class of the Ising ferromagnet with
uniform transverse field and random longitudinal field (RFTIM). This equivalence
is obtained, in a semiclassical approximation neglecting commutations, via a dec-
imation of one sublattice of the RIAFTL system. We illustrate the procedure by
considering first the one-dimensional model, commenting later on generalisations.

The decimation procedure is a partial trace over sites of one sublattice, e.g., that
in which the site label i is odd. To rearrange the statistical weights of the remaining
spins, the original (reduced) Hamiltonian

−βH =
∑

i

(−Ki,i+1S
z
i S

z
i+1 + hiS

z
i + Γ Sx

i

)=
∑

i

Hi (6.7.20)
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will be mapped into a new form

−βH ′ =
∑

i

(−K ′
2i,2i+2S

z
2iS

z
2i+2 + h′

2iS
z
2i + Γ ′Sx

2i

)=
∑

i

H ′
2i . (6.7.21)

In (6.7.20), h and Γ are the longitudinal and transverse components of a uniform
field, and the label i on hi is there only to allow for the effects of site dilution (hi is
independent of i in the case of bond dilution). Ki,i+1 is a random antiferromagnetic
exchange. The semiclassical decimation procedure which neglects commutations
but is otherwise exact, is as follows
∏

i

[
TrS2i+1 exp(Hi)

]= exp
(
h2iS

z
2i + Γ2iS

x
2i

)
TrS2i+1 exp

(
Sz

2i+1

[
h2i+1

−K2i,2i+1S
z
2i −K2i+1,2i+2S

z
2i+2

]+ Γ Sx
2i+1

)
exp
(
h2i+2S

z
2i+2 + Γ x

2i+2

) · · ·
= const.

∏

i

exp
(
H ′

2i

)
. (6.7.22)

The trace over S2i+1 produces the factor

b
(
Sz

2i , S
z
2i+2

)= 2 cosh
[(
h2i+1 −K2i,2i+1S

z
2i −K2i+1,2i+2S

z
2i+2

)2 + Γ 2]1/2
.

(6.7.23)

This can be written as

exp
(
A+BSz

2i +CSz
2i+2 +DSz

2iS
z
2i+2

)
(6.7.24)

where matching of the expression for all four possible sets of values for (Sz
2i , S

z
2i+2)

gives A, B , C, D in terms of Γ , h2i+1, K2i,2i+1, K2i+1,2i+2 (see Sect. 6.A.4). We
thus arrive at the recursion relations

h′
2i = h2i +B(K2i,2i+1,K2i+1,2i+2)

+C(K2i−2,2i−1,K2i−1,2i ) (6.7.25)

Γ ′ = Γ (6.7.26)

K ′
2i,2i+2 = D(K2i,2i+1,K2i+1,2i+2). (6.7.27)

The particular case hi = 0 of this shows that the random bond Ising antiferromagnet
in a uniform transverse field maps to a random bond Ising ferromagnet in a uniform
transverse field. The general case (hi , Γ both nonzero) maps to a random longi-
tudinal field model, along with uniform transverse field. This is most easily illus-
trated for the random bond case when h and Γ are both independent of site label i.
For h � K , one can simplify B(K1,K2) (where K1 and K2 are two neighbouring
bonds) (see Sect. 6.A.4):

B(K1,K2) = −h

2

[
Λ+
Ω+

tanhΩ+ + Λ−
Ω−

tanhΩ−
]

+O
(
h2), (6.7.28)

with

Ω± = [Λ2± + Γ 2]1/2
, Λ± = K1 ±K2. (6.7.29)
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For the case of bond dilution, where

Ki,i+1 = K with probability p (6.7.30)

= 0 with probability (1 − p), (6.7.31)

it is clear that Λ+ is always positive, while Λ− could be positive or negative with
equal probability for any nonzero value of the probability p. The result is that h′

2i is
distributed in such a way that its mean is not zero, but it divides into two parts and
the part (containing Λ−) which couples to the critical fluctuations (antiferromag-
netic, in the original model) has zero mean, whereas the part with nonzero mean
couples to the ferromagnetic order parameter. K ′, on the other hand, is a random
(ferromagnetic) exchange. This confirms that the model has the universality class
of the RFTIM model. The same procedure can be extended in higher dimensions
using cluster approximation of the type common in decimation methods [382], with
again the same conclusion. Equations (6.7.25), (6.7.26), (6.7.27) give the expected
relationship between the parameters of the original system and the resulting RFTIM.

6.7.3 Concluding Remarks on the Random Field Transverse Ising
Model

The phase transition behaviour of the random field Ising model in the presence of
a transverse field (RFTIM) has been studied. This transverse field represents the
(quantum) tunnelling fluctuations in double well systems representing the model
order-disorder ferroelectric systems, Jahn-Teller systems etc [48]. The mean field
phase diagram has been studied in details, in particular at zero temperature, where
the transition is induced by the fluctuations induced by the random field and quan-
tum fluctuations due to the transverse field. It has been established in a semi-
classical way that the ferromagnetic transverse Ising model with random longitu-
dinal field provides the universal critical behaviour of the random (e.g., randomly
diluted) Ising antiferromagnet in a uniform field having both transverse and lon-
gitudinal components. This is shown by employing a sublattice decimation on the
random antiferromagnet in a general uniform field. Although the decimation proce-
dure is only demonstrated for a one-dimensional system, it can be generalised for the
higher dimensions. This mapping also indicates the possible application of the re-
sults of the studies for RFTIM to random quantum (Ising) antiferromagnets. It may
also be mentioned at this point, that the mean field studies of the RFTIM (spin-1)
[35] and RFTIM (spin-1) with random bond dilution [34] have also been reported.

6.8 Mattis Model in a Transverse Field

We can write the generic form of the Ising spin glass Hamiltonian in a transverse
field as

H = −1

2

∑

ij

Jij S
z
i S

z
j − Γ

∑

i

Sx
i (6.8.1)
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where Jij is the configuration dependent (random) exchange interaction. In the Mat-
tis model [262] one chooses the configuration dependent (random) exchange inter-
action of the form

Jij = J
(|Ri − Rj |

)
εiεj = J 0

ij εiεj , (6.8.2)

where ε = ±1 and are random. The model has (site) disorder but does not have
frustration (the disorder is irrelevant and can be transformed away). For short-range
interaction, the classical model (where the non-commuting tunnelling field is ab-
sent) has a finite temperature phase transition for all dimensions d > dc

l (where dc
l

is the lower critical dimension, = 1 in Ising case) with the longitudinal susceptibil-
ity showing a cusp like behaviour at the point of transition. For the Mattis model in
a transverse field [62], one can introduce a set of pseudo-spin operators to rewrite
the Hamiltonian (6.8.1) (using (6.8.2) and ε2

i = 1) in the form

H = −1

2

∑

ij

J 0
ij τ

z
i τ

z
j −

∑

i

Γ̃iτ
x
i (6.8.3)

where τ zi = εiS
z
i , τxi = εiS

x
i are the pseudo-spin operators and Γ̃i = εiΓ . In recast-

ing the Hamiltonian in terms of pseudo-spin operators, we have essentially trans-
formed away the disorder. The operators τ zi have the same eigenvalue ±1 as the
operators Sz

i and satisfy the commutation relations
[
τ zi , τ

x
i

]= 2iSy = [Sz, Sx
]
. (6.8.4)

Since |Γ̃i | = Γ , and the sign of the transverse spin magnitude does not determine the
spin fluctuation probabilities, one can readily interpret, using (6.8.4), that the Hamil-
tonian (6.8.3) essentially represents a pure Ising system in a transverse field in terms
of the pseudo-spin operators ταi , and it has the same thermodynamics as that of the
latter. There exists a phase transition in the pseudo-spin model from an ordered state
(〈τ z〉 �= 0) to a disordered state (〈τ z〉 = 0), although the configuration averaged lon-
gitudinal magnetisation in terms of the real spins (S) is zero (m = 〈Sz〉 = εi〈τ z〉 = 0,
where 〈· · ·〉 denotes the thermal average and over-head bar denotes the configura-
tion average; εi = 0) in either phase. This transition can be driven by both the tem-
perature and the transverse field. For the finite temperature transition of the Mattis
model in a transverse field, the exponents are the same as a pure d-dimensional clas-
sical Ising system, whereas the zero temperature transition has the critical behaviour
identical to that of a pure Ising system in (d + 1)-dimension.

As mentioned earlier, in terms of the real spins, the magnetisation is always zero.
However, the spin glass order parameter

Q = ∣∣〈Sz
i

〉∣∣2 = ∣∣〈τ zi
〉∣∣2, (6.8.5)

of the system shows a second-order phase transition driven by the temperature or
the transverse field, with exponents related to the pure Ising exponents (in d and
d + 1 dimensions, respectively) by (6.8.5). The zero field longitudinal susceptibility

χzz = β

N

∑

ij

(〈
Sz
i S

z
j

〉− 〈Sz
i

〉〈
Sz
j

〉)= β
(
1 − 〈τ zi

〉2) (6.8.6)
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shows a cusp-like behaviour; the exponents for this asymmetric singularity in χ be-
ing also similarly related to the d- and (d + 1)-dimensional Ising system exponents
(for transition with respect to Γ and T ) through the relation (6.8.6).

Appendix 6.A

6.A.1 The Vector Spin Glass Model

The Sherrington-Kirkpatrick model generalised to quantum spins (quantum vector
spin glass) was introduced by Bray et al. [44], who applied the replica method to the
Hamiltonian given by

H = −
∑

ij

JijSi · Sj , (6.A.1)

where the sum is over all pair of spins (the interaction is long-range), and the ex-
change interaction Jij are independent random variables, with a symmetric Gaus-
sian distribution

P(Jij ) =
(

N

2πJ 2

)1/2

exp

(
−NJ 2

ij

2J 2

)
. (6.A.2)

The spin operators satisfy the standard commutation relations,
[
Sα
i , S

β
j

]= 2iδij εαβγ S
γ

k . (6.A.3)

Bray et al. [44] used replica method to handle the quenched disorder of the spin
glass problem writing

lnZ = lim
n→0

Zn − 1

n
. (6.A.4)

The partition function of the vector spin glass model can be written as

Zn = TrP exp

[
β

∫ 1

0
dτ
∑

ij

Jij

n∑

α=1

Sα
i (τ ) · Sα

j (τ )

]
. (6.A.5)

Performing the Gaussian average, one gets

Zn = TrP exp

[
β2J 2

2N2

∫ 1

0
dτ

∫ 1

0
dτ ′ ∑

α,β

∑

i,j

[(
Sα
i (τ ) · Sα

j (τ )
)(

S
β
i

(
τ ′) · Sβ

j

(
τ ′))]

]
.

(6.A.6)

Using the Hubbard-Stratonovitch transformation (6.3.18), one can simplify the
above expression. One can then express the free energy in terms of the self-
interaction Rαα(τ, τ ′), spin glass order parameter Qαβ(τ, τ ′) and the quadrupolar
order parameter Qαα(τ, τ ′). In the paramagnetic phase, the spin glass order param-
eter and the quadrupolar order parameter vanish, and one can derive an effective
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Hamiltonian as in the case of a quantum Ising system. One then expands the total
free energy in powers of Qαβ and obtains the value of Tc, setting the coefficient
(Qαβ)2 equal to zero, one gets the value of Tc. Bray and Moore established the ex-
istence of spin glass transition for all S and estimated the value of Tc(S) given by
the condition

Jχloc = 1; χloc = β

∫ 1

0
dτ

∫ 1

0
dτ ′ 〈T Sz(τ )Sz

(
τ ′)〉. (6.A.7)

In the extreme quantum case S = 1/2, one can obtain, following Bray et al., the
value of transition temperature from the paramagnetic phase o the spin glass ordered
phase as

kBTc ∼ J/4
√

3. (6.A.8)

6.A.2 The Effective Classical Hamiltonian of a Transverse Ising
Spin Glass

Let us consider the quantum transverse Ising spin glass Hamiltonian given by (6.3.1)

H = H0 + V = −Γ
∑

i

Sx
i −

∑

ij

Jij S
z
i S

z
j . (6.A.9)

Let us consider the configuration averaged n-replicated partition function

Zn = [exp(−βH)
]n
. (6.A.10)

One can now transform the above n-replicated partition function in the following
form

Zn = Tr exp

(
−β

n∑

α=1

H(α)

)
(6.A.11)

where H(α) is the Hamiltonian of the α-th replica and it is separated in the follow-
ing form

H(α) = H0(α)+ V (α) = −Γ
∑

i

Sx
iα −

∑

ij

Jij S
z
iαS

z
jα. (6.A.12)

Applying the Trotter formula (cf. Sect. 3.1), one now gets

Zn = lim
M→∞

n∏

α=1

[
exp

(
− β

M
H0(α)

)
exp

(
− β

M
V (α)

)]M
. (6.A.13)

Similarly as in the pure transverse Ising system, one introduces complete sets of
eigenvectors of the operator Sz

α and using the relation

〈S| exp
(
γ Sx

)∣∣S′〉= [(1/2) sinh 2γ
]1/2 exp

(
SS′

2
ln cothγ

)
, (6.A.14)
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one gets

Zn = lim
M→∞ Tr exp

(
n∑

α=1

Heff(α)

)
(6.A.15)

where the effective classical Hamiltonian

Heff =
M∑

l=1

(
KM

N∑

i=1

S(α)i,lS(α)i,l+1 +
∑

〈ij〉
K

(M)
ij Si,l(α)Sj,l(α)+ ln cM

)
,

(6.A.16)

with

KM = (1/2) ln coth(βΓ/M), KM
ij = βJij /M and

cM = {(1/2) sinh(2βΓ/M)
}MN/2

.

One can then perform the Gaussian averaging. This indicates an effective (d + 2)-
dimensional classical Hamiltonian [387].

6.A.3 Effective Single-Site Hamiltonian for Long-Range
Interacting RFTIM

To derive the effective single-site Hamiltonian we consider the Hamiltonian of
(long-range ferromagnetic) random field Ising model in a transverse field

H = − J

N

∑

i �=j

Sz
i S

z
j −

∑

i

hiS
z
i − Γ

∑

i

Sx
i (6.A.17)

where the random variable at each site satisfies a Gaussian distribution (6.7.19). The
configuration averaged free energy of the system is given by

F = −kT lnZ, (6.A.18)

where k is the Boltzmann constant and Z is the partition function for a particular
realisation of the random fields. Using replica trick [39, 76, 136, 275] we can write
the n-replicated free energy in the form

F = −kT lim
n→0

Zn − 1

n

= −kT lim
n→0

(
1

n

[
Tr exp

(
−β

n∑

α=1

H0(α)

)

× P exp

(∫ β

0
dτ

n∑

α=1

∑

ij

J

N
Sz
αi(τ )S

z
αj (τ )+

∑

i

hiS
z
αi(τ )

)]
− 1

)
,

(6.A.19)
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where α denotes the α-th replica, P denotes the time ordering, H0(α) = −Γ
∑

i S
x
αi

and Sz(τ )’s are operators in the interaction representation. We can now perform the
configuration averaging to obtain

F = −kT lim
n→0

(
1

n

[
Tr exp

(
−β

n∑

α=1

H0(α)

)

× P exp

(∫ β

0
dτ

n∑

α=1

∑

ij

J

N
Sz
αi(τ )S

z
αj (τ )

+ Δ2

2

∑

i

(
n∑

α=1

∫ β

0
dτ Sz

αi(τ )

)2)]
− 1

)
. (6.A.20)

A Hubbard-Stratonovitch transformation simplifies the term

exp

[∫ β

0
dτ

n∑

α=1

∑

ij

J

N
Sz
αi(τ )S

z
αj (τ )

]
= exp

[∫ β

0
dτ

n∑

α=1

∣∣∣∣∣

√
J

N

N∑

i=1

Sz
αi(τ )

∣∣∣∣∣

2]

(6.A.21)

(where the terms of order (1/N ) are neglected), so that we obtain the configuration
averaged n-replicated free energy

F = −kT lim
n→0

1

n

∫ ∞

−∞

n∏

α=1

dxα Tr exp

(
Nβ

n∑

α=1

Sx
α

)

× P expN

(
−β

2

n∑

α=1

x2
α + √

2J
n∑

α=1

xα

∫ β

0
Sz
α(τ )+ Δ2

2

(∫ β

0
Sz
α(τ )

)2
)

− 1,

(6.A.22)

where xα s are dummy variables. In the N → ∞ limit, one can readily obtain the
saddle point configuration averaged free energy

F = −kT lim
n→0

1

n

[
−β

2

n∑

α=1

x2
α + ln Tr exp(A)

]
(6.A.23)

where

exp(A) = exp

(
βΓ

n∑

α=1

Sx
α

)

× P exp

(√
2J

n∑

α=1

xα

∫ β

0
dτSz

α(τ )+ Δ2

2

(
n∑

α=1

∫ β

0
dτSz

α(τ )

)2)
.

(6.A.24)

The square term appearing in the above expression can be simplified using once
again the Hubbard-Stratonovitch transformation to obtain
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exp(A) =
∫ ∞

−∞
ds√
2π

exp

(
− s2

2

)
exp

(
βΓ

n∑

α=1

Sx
α

)

× P exp

(√
2J

n∑

α=1

xα

∫ β

0
Sz
α(τ )dτ + sΔ

∫ β

0
dτ

n∑

α=1

Sz
α

)
,

(6.A.25)

where s is a dummy variable. Finally, one obtains the form of free energy (with
x = mz

√
2J and sδ = h) given by

F = −kT

[
−J
(
mz
)2
β +

∫ ∞

−∞
dh√
2πΔ2

exp

(
−h2

2

)
ln Tr exp

(
βγ Sx

)
P

× exp

((
2mz + h

)∫ β

0
Sz(τ ) dτ

)]

= −kT

[
−J
(
mz
)2
β +

∫ ∞

−∞
dhP (h) ln Tr exp

(
β
(
Γ Sx + (2mzJ + h

)
Sz
))]

.

(6.A.26)

We have thus reduced the many-body Hamiltonian (in the N → ∞ limit) to an
effective single-site problem, where the molecular field at each site is given by
(2mzJ + h) where h is distributed with a probability distribution P(h).

6.A.4 Mapping of Random Ising Antiferromagnet in Uniform
Longitudinal and Transverse Fields to RFTIM

The equivalence between the transition in the random Ising antiferromagnet in uni-
form transverse and longitudinal fields (RIAFTL) to that in the random field trans-
verse Ising model is obtained by employing semi-classical decimation of the one
sublattice of the RIAFTL system, which neglects commutators between the spin op-
erators. Here a partial trace is done over sites of one sub-lattice, e.g., that in which
the site label i is odd. The original (reduced) Hamiltonian

−βH =
∑

i

(−Ki,i+1S
z
i S

z
i+1 + hiS

z
i + Γ Sx

i

)=
∑

i

Hi (6.A.27)

is mapped into a new form

−βH ′ =
∑

i

(−K ′
2i,2i+2S

z
2iS

z
2i+2 + h′

2iS
z
2i + Γ ′Sx

i

)=
∑

i

H ′
2i . (6.A.28)

The trace over S2i+1 produces the factors

b
(
Sz

2i , S
z
2i+2

)= 2 cosh
[(
h2i+1 −K2i,2i+1S

z
2i −K2i+1,2i+2S

z
2i+2

)2 + Γ 2]1/2
.

(6.A.29)
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This can be written as

exp
(
A+BSz

2i +CSz
2i+2 +DSz

2iS
z
2i+2

)
(6.A.30)

where matching of the expression for all four possible sets of values for (Sz
2i , S

z
2i+2)

gives A, B , C, D in terms of Γ , h2i+1, K2i,2i+1, K2i+1,2i+2. For example

B = 1

4
ln

[
b(1,1)b(1,−1)

b(−1,−1)b(−1,1)

]
≡ B(K2i,i+1,K2i,2i+2)

= C(K2i+1,2i+2,K2i,2i+2) (6.A.31)

D = 1

4
ln

[
b(1,1)b(−1,−1)

b(1,−1)b(−1,1)

]
≡ D(K2i,2i+1,K2i,2i+2), (6.A.32)

so that we arrive at the recursion relations (6.7.25), (6.7.26) and (6.7.27). For
h � K , one can evaluate B(K1,K2) (where K1 and K2 are two neighbouring
bonds), using the simplified relations

b(1,1) = 2 cosh

[
Ω+ − h

Λ+
Ω+

]
(6.A.33)

b(1,−1) = 2 cosh

[
Ω− − h

Λ−
Ω−

]
(6.A.34)

b(−1,−1) = 2 cosh

[
Ω+ + h

Λ+
Ω+

]
(6.A.35)

b(−1,1) = 2 cosh

[
Ω+ + h

Λ−
Ω−

]
(6.A.36)

where

Ω± = [Λ2± + Γ 2]1/2
, Λ± = K1 ±K2. (6.A.37)

Hence

B(K1,K2) = 1

4
ln

[cosh(Ω+ − h
Λ+
Ω+ ) cosh(Ω− − h

Λ−
Ω− )

cosh(Ω+ + h
Λ+
Ω+ ) cosh(Ω− + h

Λ−
Ω− )

]
. (6.A.38)

If we now use the relation (for small h)

ln

[
cosh(α + γ h)

cosh(α − γ h)

]
= 2γ h tanhα + · · · (6.A.39)

we get

B(K1,K2) = −h

2

[
Λ+
Ω+

tanhΩ+ + Λ−
Ω−

tanhΩ−
]

+O
(
h2), (6.A.40)

etc.
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6.A.5 Derivation of Free Energy for the SK Model
with Antiferromagnetic Bias in a Transverse Field

We show the derivation of the free energy per spin for the system to be described by
the Hamiltonian.

H = −
∑

ij

Jij S
z
i S

z
j − Γ

∑

i

Sx
i . (6.A.41)

Carrying out the Suzuki-Trotter decomposition, we have the replicated partition
function.

Zn
M = tr{S} exp

[
β

M

∑

ij,k

∑

α

Jij S
α
i (k)S

α
j (k)+B

∑

i,k,α

Sα
i (k)S

α
i (k + 1)

]

(6.A.42)

B = 1

2
ln coth

(
βΓ

M

)
(6.A.43)

where α and k denote the replica and Trotter indices. M is the number of the Trotter
slices and β is the inverse temperature. The disorder Jij obeys

P(Jij ) = 1√
2πJ 2

exp

[
− (Jij − j0)

2

2J

]
. (6.A.44)

In other words, the Jij follows

Jij = j0 + Jx, P (x) = 1√
2π

e− x2
2 . (6.A.45)

We should notice that j0 > 0, J = 0 is pure ferromagnetic transverse Ising model,
whereas j0 < 0, J = 0 corresponds to pure antiferromagnetic transverse Ising
model. Then, by using

∫∞
−∞ Dx eax = ea

2/2, Dx ≡ dx e−x2/2/
√

2π , we have the
average of the replicated partition function as

�Zn
M�

= tr{S} exp

[
βj0

M

∑

k

∑

α

∑

ij

Sα
i (k)S

α
j (k)+B

∑

k

∑

α

∑

i

Sα
i (k)S

α
i (k + 1)

]

× exp

[
β2J̃ 2

2M2

∑

ij

(∑

k

∑

α

Sα
i (k)S

α
j (k)

)2]

= tr{S} exp

[
βj0

M

∑

k

∑

α

∑

ij

Sα
i (k)S

α
j (k)+B

∑

k

∑

α

∑

i

Sα
i (k)S

α
i (k + 1)

]

× exp

[
β2J̃ 2

2M2

∑

kk′

∑

αβ

∑

ij

Sα
i (k)S

α
j (k)S

β
i

(
k′)Sβ

j

(
k′)
]

(6.A.46)
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where the bracket was defined as �· · ·� = ∫ ∏ij dJijP (Jij )(· · ·). To take a proper
thermodynamic limit, we use the scaling

j0 = J0

N
, J = J̃√

N
. (6.A.47)

For this rescaling of the parameters, the averaged replicated partition function
�Zn

M� reads

�Zn
M� = tr{S}

∫ ∞

−∞

∏

k

∏

α

dmα(k)√
2πM/βJ0N

∫ ∞

−∞

∏

kk′

∏

αβ

dqαβ(k, k
′)

√
2πM/βJ̃

√
N

×
∫ ∞

−∞

∏

kk′

∏

α

dq̃αα(k, k
′)√

2πM/βJ̃
√
N

× exp

[
−βJ0N

2M

∑

k

∑

α

mα(k)
2 − (βJ̃ )2N

2M2

∑

kk′

∑

αβ

qαβ
(
k, k′)2

− (βJ̃ )2N

2M2

∑

kk′

∑

α

q̃αα
(
k, k′)2

]

× exp

[
βJ0

M

∑

k

∑

α

mα(k)
∑

i

Sα
i (k)

+
(
βJ̃

M

)2∑

kk′

∑

αβ

qαβ
(
k, k′)∑

i

Sα
i (k)S

β
i

(
k′)

+
(
βJ̃

M

)2∑

kk′

∑

α

q̃αα
(
k, k′)∑

i

Sα
i (k)S

α
i

(
k′)

+B
∑

k

∑

α

∑

i

Sα
i (k)S

α
i (k + 1)

]
. (6.A.48)

We next assume the replica symmetry and static approximations such as

mα(k) = 〈Sα(k)
〉= 1

N

∑

i

Sα
i (k) = m (6.A.49)

qαβ
(
k, k′)= 〈Sα(k)Sβ

(
k′)〉= 1

N

∑

i

Sα
i (k)S

β
i

(
k′)= q (6.A.50)

q̃αα
(
k, k′)= 〈Sα(k)Sα

(
k′)〉= 1

N

∑

i

Sα
i (k)S

α
i

(
k′)= q̃. (6.A.51)

Then, we should notice the relation:
(
βJ̃

M

)2

q
∑

kk′

∑

αβ

∑

i

Sα
i (k)S

β
i

(
k′)

=
(
βJ̃

M

)2

q
∑

i

(∑

k

∑

α

Sα
i (k)

)2

−
(
βJ̃

M

)2

q
∑

i

∑

α

(∑

k

Sα
i (k)

)2

(6.A.52)
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(
βJ̃

M

)2

q̃
∑

kk′

∑

α

∑

i

Sα
i (k)S

α
i

(
k′)=

(
βJ̃

M

)2

q̃
∑

i

∑

α

(∑

k

Sα
i (k)

)2

.

(6.A.53)

To take into account the above relations, we obtain in the limit of N → ∞ as

�Zn
M�

=
∫ ∞

−∞

∏

k

∏

α

dmα(k)√
2πM/βJ0N

∫ ∞

−∞

∏

kk′

∏

αβ

dqαβ(k, k
′)

√
2πM/βJ̃

√
N

×
∫ ∞

−∞

∏

kk′

∏

α

dq̃αα(k, k
′)√

2πM/βJ̃
√
N

× exp

[
nN

(
−βJ0

2
m2 + (βJ̃ )2

4
q2 − (βJ̃ )2

4
q̃2

+
∫ ∞

−∞
Dy ln

∫ ∞

−∞
Du2 coshβ

√
(J0m+ J̃

√
q y + J̃

√
q̃ − q u)2 + Γ 2

)]

� exp[nNf ]. (6.A.54)

Therefore, the following f is regarded as free energy per spin by the definition of
replica theory

f = −βJ0

2
m2 + (βJ̃ )2

4
q2 − (βJ̃ )2

4
q̃2

+
∫ ∞

−∞
Dy ln

∫ ∞

−∞
Du2 coshβ

√
(J0m+ J̃

√
q y + J̃

√
q̃ − q u)2 + Γ 2.

(6.A.55)

6.A.5.1 Saddle Point Equations

For simplicity, we define

b = J0m+ J̃
√
q y + J̃

√
q̃ − q u (6.A.56)

Θ =
√
b2 + Γ 2. (6.A.57)

Then, we have the following simplified free energy

f = −βJ0

2
m2 + (βJ̃ )2

4

(
q2 − q̃2)+

∫ ∞

−∞
Dy ln

∫ ∞

−∞
Du2 coshβΘ.

(6.A.58)

The saddle point equations are derived as follows [159, 401].
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m =
∫ ∞

−∞
Dy

[∫∞
−∞ Du( b

Θ
) sinhβΘ

∫∞
−∞ Du coshβΘ

]
(6.A.59)

q =
∫ ∞

−∞
Dy

[∫∞
−∞ Du( b

Θ
) sinhβΘ

∫∞
−∞ Du coshβΘ

]2

(6.A.60)

q̃ =
∫ ∞

−∞
Dy

[∫∞
−∞ Du

{(
b2

Θ2

)
coshβΘ + Γβ−1

Θ3 sinhβΘ
}

∫∞
−∞ Du coshβΘ

]
(6.A.61)

mx = ∂f

∂Γ
=
∫ ∞

−∞
Dy

[∫∞
−∞ Du(Γ

Θ
) sinhβΘ

∫∞
−∞ Du coshβΘ

]
. (6.A.62)

6.A.5.2 At the Ground State

We first should notice that q̃ is always larger than q . In fact, we can easily show that

q̃ =
∫ ∞

−∞
Dy

[∫∞
−∞ Du( b2

Θ2 ) coshβΘ
∫∞
−∞ Du coshβΘ

]

≥
∫ ∞

−∞
Dy

[∫∞
−∞ Du( b2

Θ2 ) sinhβΘ
∫∞
−∞ Du coshβΘ

]

≥
∫ ∞

−∞
Dy

[∫∞
−∞ Du( b2

Θ2 ) sinhβΘ
∫∞
−∞ Du coshβΘ

]2

= q. (6.A.63)

Then, we consider the limit of β → ∞. If q̃ − q = ε ≥ 0 is of order 1 object, the
free energy f diverges in the limit of β → ∞ as (βJ̃ )2(q2 − q̃2)/4. Therefore, we
conclude that q = q̃ should be satisfied in the limit of β → ∞ and we obtain the
saddle pint equation at the ground state as

m =
∫ ∞

−∞
Dy

(
b

Θ

)
=
∫ ∞

−∞
Dy

(J0m+ J̃
√
q y)

√
(J0m+ J̃

√
q y)2 + Γ 2

(6.A.64)

q = q̃ =
∫ ∞

−∞
Dy

(
b

Θ

)2

=
∫ ∞

−∞
Dy

{
(J0m+ J̃

√
q y)

√
(J0m+ J̃

√
q y)2 + Γ 2

}2

(6.A.65)

mx =
∫ ∞

−∞
Dy

(
Γ

Θ

)
=
∫ ∞

−∞
Dy

Γ√
(J0m+ J̃

√
q y)2 + Γ 2

. (6.A.66)



Chapter 7
Dynamics of Quantum Ising Systems

7.1 Tunnelling Dynamics for Hamiltonians Without Explicit
Time Dependence

A Hamiltonian with classical Ising spins has no intrinsic dynamics. It is necessary
to introduce dynamics separately through equations of motion that mimic the effect
of coupling the spins to other degrees of freedom connected to the heat bath. On the
other hand, there is intrinsic dynamics in a quantum Ising system as it contains non-
commuting terms in the Hamiltonian. Uptill now, the (equilibrium) static properties
of such systems have been described and in this chapter we intend to discuss the
various aspects of the “tunnelling dynamics”. We first consider the cases when the
transverse field is constant in time, so that there is no explicit time dependence of the
Hamiltonian. We then come to the cases of quantum quench, quantum hysteresis,
and etc., where the transverse field (tunnelling term) changes in time.

7.1.1 Dynamics in Ising Systems: Random Phase Approximation

Let us consider the quantum Ising model given by

H = −
∑

ij

Jij S
z
i S

z
j − Γ

∑

i

Sx
i . (7.1.1)

As discussed in Sect. 1.2, in the mean field approximation, the effective field is
written as

h = J (0)
〈
Sz
i

〉
ẑ + Γ x̂. (7.1.2)

The equilibrium values are given by the Weiss equation

〈
Sz
〉= J (0)〈Sz〉

|h| tanhβ|h| (7.1.3)

〈
Sx
〉= Γ

|h| tanhβ|h| (7.1.4)
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where |h| =√Γ 2 + (J (0)〈Sz〉)2 and J (q) =∑ij Jij exp[iq · (Ri − Rj )]. Hence,
the transition temperature (where 〈Sz〉 = 0) is given by

1 = J (0)

Γ tanhβcΓ
. (7.1.5)

Small fluctuations around the mean state are considered in random phase approxi-
mation [48]. With the fluctuating coordinates

∑

i

Sα
i exp(iq · Ri ) ≡ Sα

q , (7.1.6)

the equations of motion (obtained from Ṡ
μ
i = i[H,S

μ
i ]) can be written as

Sq = 2MqSq (7.1.7)

where Mq is given by

Mq =
⎛

⎜⎝
0 −J (0)〈Sz〉 0

J (0)〈Sz〉 0 J (q)〈Sx
0 〉 − Γ

0 Γ 0

⎞

⎟⎠ . (7.1.8)

The eigenfrequencies are therefore given by

ω2
q = 4Γ

(
Γ − J (q)

〈
Sx
〉)+ 4J 2(0)

〈
Sx
〉2
. (7.1.9)

It is thus found that ω0 ∼ (T − Tc) as T → Tc. Associated with this phenomenon
(softening of the long wavelength mode), there will be a divergence in the suscepti-
bility, like (T − Tc)

−1.
For T < Tc, the first term of (7.1.9) vanishes, and

ω0 = 2J (0)
〈
Sz
〉
. (7.1.10)

For finite q , ωq has a discontinuity in slope at T = Tc, and ωq(T = Tc) ∼ q for
small q . The modes at high temperature behave as tunnelling modes.

7.1.2 Dynamics in Dilute Ising Spin Systems

In this section we will consider the dynamics in dilute Ising systems [239]. Experi-
mentally, it is possible to build up crystals where part or whole of the active compo-
nents can be substituted by other active components with different transverse fields
and Ising interactions or by inactive components which play the role of impurities
diluting the active component. We can consider a crystal where each lattice site is
one or other type of spin and characterised by a particular value of the transverse
field and by a dipole like parameter μi . The direct interaction Jij can then be written
as Jij = μiTijμj . Thus the interaction may differ from point to point. We consider
then the Green function χij = 〈[μiS

z
i ;μjS

z
j (t)]〉 where [A,B] denotes the commu-

tator bracket and 〈· · ·〉 the thermal average (here Sz(t) = exp(−iH t)Sz exp(iH t)
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denotes the time evolved Sz). Decoupling its equations of motion in RPA (see
Sect. 1.2) above the transition (〈Sz〉 = 0) one gets

χij = φiδij − φi

∑

k

Tikχik (7.1.11)

where

φi = 2Γiμ
2
i

〈
Sx
i

〉
/
(
ω2 − 2Γ 2

i

)
. (7.1.12)

The above approximation is valid in the case of large transverse field and provided
the system is not very near the transition point. φ is a local (site dependent) parame-
ter, dependent also on the temperature and frequency. Through its coupling with χ ,
the physical quantities (like 〈Sz〉) of course depend on the configuration of the entire
system. In the effective medium theory, the value of average χij (written as χij ) is
written as

χij = φδij − φ
∑

k

Tikχik (7.1.13)

and the effective medium average is determined self-consistently. For this, let us put
the impurity at the origin. One can then write [239]

χ
(0)
ij = χij +Gi0fG0j (7.1.14)

for the Green function at the origin where φi = φ + εi with εi = (φ(0) −φ)δi0. Here

G = (1 + φT )−1, (7.1.15)

f = (1 + εg)−1ε, (7.1.16)

with

g = (T G)00 = (1/N)
∑

q

Tq/(1 + φTq). (7.1.17)

We next complete the definition of effective medium by requiring that the average
of χij over all possible types of impurities equals the effective medium Green func-
tion; that is: 〈f 〉 = 0, which constitutes the desired relation between φ and φ(0).
This can be written in a more explicit form

φ = 〈φ(0)/
[
1 + (φ(0) − φ

)
g
]〉
. (7.1.18)

Finally, the expression of the Green function beginning or ending at the impurity
site is given by

χ
(0)
0j = φ(0)

1 + (φ(0) − φ)g
G0j . (7.1.19)

Using now the fluctuation-dissipation theorem

1

2π

∫
coth(βω/2) Imχ

(0)
00 (ω)dω = μ2

0/4, (7.1.20)
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Fig. 7.1 Typical behaviour
of the spectral function versus
reduced frequency at Tc(c)
with a = 4ΓA/J (0)μ2

A = 0.8,
α = μB/μA = 1.2,
γ = ΓB/ΓA = 0.2 and
c = 0.64 (chain curve),
= 0.44 (broken curve)
(from [239])

which constitutes the sum rule, physical quantities like 〈Sx
0 〉 can be calculated self-

consistently. The generalised susceptibility χq(ω) can then be obtained. The spec-
tral function ρ(q,ω) is related to its imaginary part through

ρ(q,ω) = [1 − exp(−βω)
]−1

χ ′′
q(ω). (7.1.21)

Self-consistent calculations of (7.1.14) and (7.1.18) have been performed for a
two component (A and B) system with concentrations cA = c and cB = 1 − c, with
ΓA > ΓB , assuming a random distribution of spins in a simple cubic lattice with
nearest neighbour interaction. The spectral function and susceptibility have been
obtained as functions of the concentration, ratios of the transverse fields, dipole
moments of A and B and other relevant parameters at the transition temperature.
Typical behaviour of the q = 0 spectral function is shown in Fig. 7.1.

7.1.3 Dynamics in Quantum Ising Glasses

The relaxational dynamics in glasses is of great significance as the presence of disor-
der is known to give rise to unusual time-dependent characteristics such as stretched
exponential decay of correlation functions and non-Debye behaviour of response
functions. Quantum effects become important at very low temperatures as different
parts of the free energy surface can be linked by tunnelling. It has even been possible
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Fig. 7.2 Imaginary part of
the susceptibility as a
function of frequency in an
experimental realisation of a
quantum spin glass for a
series of transverse magnetic
fields in 1 kOe intervals
(from [427])

to study the simplest prototype of quantum spin glasses [427] experimentally. The
imaginary component of the dynamic susceptibility χ ′′(ω) has been measured as a
function of both ω and the strength of the transverse field. The time scale of the sys-
tem’s response is radically affected by the presence of the transverse field. The value
of the frequency ωp , where χ ′′(ω) is peaked, increases by orders of magnitudes as
the transverse field is increased (see Fig. 7.2).

The dynamics of a quantum spin glass model described by the Sherrington-
Kirkpatrick model, in a transverse field has recently been analysed [21]. The re-
laxation dynamics has been studied by coupling the quantum subsystem to a purely
dissipative heat bath. The total Hamiltonian is composed of HS , the system Hamil-
tonian, HB , the bath Hamiltonian and HI , which describes the interaction between
the spin subsystems and the heat bath. The system Hamiltonian is given by

Hs = −
∑

ij

Jij S
z
i S

z
j − Γ

∑

i

Sx
i . (7.1.22)

Here the spins i and j are connected by random exchange interactions Jij which
are assumed to be Gaussian distributed.

In the mean field approximation, Hs is represented as a single spin Hamiltonian:

Hs = −hzSz − Γ Sx (7.1.23)

where hz is an effective field acting along the z axis and is due to the nonzero
spin glass order parameter q . Using the thermofield-dynamical approach, hz can be
represented as [234] (see also Sect. 6.3)

hz(r) = 1

2
J r

√
q (7.1.24)

where r is the excess static noise arising from the random interaction Jij . The mean
field equations for the local polarisation m(r) and the spin glass order parameter q
are

m(r) = p(r) tanh
[
β
∣∣h(r)

∣∣] (7.1.25)

and

q =
∫ ∞

−∞
dr√
2π

exp
[−r2/2

]
m2(r) (7.1.26)
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with
∣∣h(r)

∣∣=
√
Γ 2 + (hz(r))2 (7.1.27)

and

p(r) = hz(r)/
∣∣h(r)

∣∣. (7.1.28)

With Γ = 0, it is customary to imagine that the dynamics arises due to the addi-
tional coupling terms to the heat bath which are off-diagonal in the representation
where Sz is diagonal. This is then in the spirit of the kinetic Ising model of the
Glauber kind [156, 172, 219–221] (mimicking thermally activated jumps between
the ground states). With Γ �= 0, we expect the heat bath to induce not only thermal
fluctuations but quantum fluctuations as well, leading to incoherence in tunnelling.
The appropriate interaction Hamiltonian should, therefore, be of the form

HI = gb̂

[
hz

|h|S
x + Γ

|h|S
z

]
, (7.1.29)

where b̂ is an operator acting on the Hilbert space of the heat bath Hamiltonian HB

and g is a multiplicative coupling constant. The susceptibility due to an oscillatory
magnetic field applied along z-axis is

χ(ω) = 1

2
β lim

δ→0

[
1

s
− 4c̃(s)

]
, (7.1.30)

where c̃(s) is the Laplace transform of the correlation function c(t) = 〈Sz(0)Sz(t)〉.
The quantity s is related to the applied frequency: s = −iω + δ and β is the inverse
temperature. Explicitly, c(t) is expressed as

c(t) = 1

Z
Tr
[
e−βHtotSz(0)eiHtott Sz(0)e−iHtott

]
(7.1.31)

where

Htot = Hs +HB +HI . (7.1.32)

With Htot, defined as in (7.1.32), one can evaluate c̃(s). From c̃(s), the imaginary
component of the AC susceptibility is expressed as

χ ′′(ω) = 1

4π

∫ 1

−1
dmW(m)χ ′′(ω,m), (7.1.33)

where the susceptibility for a given configuration of local polarisation m is given by

χ ′′(ω,m) = β

4

[
ωλ

ω2 + λ2

][
(hz)2

|h|2 −m2
]

+ 2ωλ|h|2
(|h|2 −ω2)2 + 4ω2λ2

Γ 2

|h|2
[

1 −ω
m

hz

]
. (7.1.34)

Here λ is a phenomenological relaxation rate and W(m) is the local polarisation
distribution given by

W(m) =
∫

dr exp
(−r2/2

)
δ
(
m−m(r)

)
. (7.1.35)



7.2 Non-equilibrium Dynamics in Presence of Time-Dependent Fields 185

Fig. 7.3 The variation of the
imaginary component of the
susceptibility with the
frequency ω around its peak
value for Γ/J = 0.3 (circles),
0.38 (squares) and 0.45
(triangles) (from [21])

The second moment of W(m) gives the Edwards Anderson order parameter q . It was
found that for a certain range of the ratio α = Γ/J , the frequency of the peak of the
susceptibility shifts towards higher values of ω as α is increased. The strength of the
susceptibility, on the other hand, is reduced and the peak is broadened as quantum
effects are strengthened (see Fig. 7.3). This is in qualitative agreement with the
experimental results of [427].

7.2 Non-equilibrium Dynamics in Presence of Time-Dependent
Fields

In this section, we are interested in the response of quantum Ising systems to time
dependent perturbations. These perturbations are usually in the form of time depen-
dent transverse fields, which might be quenching, sinusoidally varying or a pulse.
The dynamics in presence of a sinusoidally varying longitudinal field and time in-
dependent transverse field has also been considered.

7.2.1 Time-Dependent Bogoliubov-de Gennes Formalism

The dynamics of the transverse Ising chain in the presence of time-dependent pertur-
bations can be formulated by means of the time-dependent Bogoliubov-de Gennes
theory. We consider the transverse Ising chain given by the Hamiltonian:

H = −
∑

i

(
Sx
i S

x
i+1 + gSz

i

)
, g = λ̄−1. (7.2.1)

Applying the Jordan-Wigner transformation, this Hamiltonian is written in terms of
fermion operators cq and c

†
q in the momentum space as
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H = −2
∑

q>0

(g + cosq)
(
c†
qcq − c−qc

†
−q

)

− 2i
∑

q>0

sinq
(
c†
qc

†
−q − cqc−q

)
(7.2.2)

=
∑

q>0

C†
qMq(g)Cq, (7.2.3)

where we defined

Mq(g) = −2

(
aq(g) ibq

−ibq −aq(g)

)
, aq(g) = g + cosq, bq = sinq, (7.2.4)

and

Cq =
(

cq

c
†
−q

)
. (7.2.5)

This Hamiltonian is diagonalised by the Bogoliubov transformation:

hq(g) =
(

ηq(g)

η
†
−q(g)

)
= R†

q(g)Cq, (7.2.6)

where

Rq(g)
† =

(
uq(g) ivq(g)

ivq(g) uq(g)

)
, (7.2.7)

with

uq(g) = aq(g)−ωq(g)√
2ωq(g)(ωq(g)− aq(g))

,

vq(g) = bq√
2ωq(g)(ωq(g)− aq(g))

(7.2.8)

and

ωq(g) =
√
g2 + 2g cosq + 1. (7.2.9)

The inverse transformation of (7.2.6) is given by

Cq = Rq(g)hq(g) =
(

uq(g) −ivq(g)

−ivq(g) uq(g)

)(
ηq(g)

η
†
−q(g)

)
. (7.2.10)

The Hamiltonian is written in a diagonalised form as

H =
∑

q>0

hq(g)
†

(
2ωq(g) 0

0 −2ωq(g)

)
hq(g)

= 2
∑

q>0

ωq(g)
(
η†
q(g)ηq(g)+ η

†
−q(g)η−q(g)− 1

)
. (7.2.11)
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Following Sect. 7.A.3, we introduce operators: Aj = c
†
j + cj and Bj = c

†
j − cj .

These operators satisfy {Aj ,Ak} = 2δjk and {Bj ,Bk} = −2δjk . Aj and Bj can be

written in terms of ηq and η
†
q using the transformation (7.2.10). We thereby define

operators aj and bj by

aj = 1√
N

∑

q>0

eiqj (uq − ivq)ηq + e−iqj (uq + ivq)η−q, (7.2.12)

bj = 1√
N

∑

q>0

eiqj (uq + ivq)ηq + e−iqj (uq − ivq)η−q (7.2.13)

to have Aj = a
†
j + aj and Bj = b

†
j − bj . One can easily show that aj an bj satisfy

anti-commutation relations:
{
aj , a

†
k

}= δjk,
{
bj , b

†
k

}= δjk, (7.2.14)

and

{
aj , b

†
k

}= {a†
j , bk

}= 1

N

∑

q>0

{
eiq(j−k)(uq − ivq)

2 + e−iq(j−k)(uq + ivq)
2}

≡ −Gj−k. (7.2.15)

From now on we consider the time-dependent transverse field g(t). We denote
g0 = g(t0) and assume that the state is in the ground state at initial time t0. The time
dependence of several quantities are studied by means of the Bogoliubov-de Gennes
formalism described as follows.

We define the time-evolution operator U(t) by
∣∣Ψ (t)

〉= U(t)
∣∣Ψ (0)

〉
,

where |Ψ (t)〉 represents the state vector. The Heisenberg operator OH(t) =
U†(t)OU(t) of an operator O obeys the Heisenberg equation of motion:

i
d

dt
OH(t) = [OH(t),H(t)

]+U†(t)

(
i
d

dt
O

)
U(t). (7.2.16)

Note that the second term vanishes if an operator O is independent of time. Let us
now focus on cH

q (t). The Heisenberg equation for cH
q (t) is written as

i
d

dt
cH
q (t) = U†(t)

[
cq,H(t)

]
U(t)

= −2aq
(
g(t)

)
cH
q (t)− 2ibq

(
g(t)

)
cH−q(t)

†, (7.2.17)

where the commutator between cq and H is calculated from (7.2.3). We expend

cH
q (t) and c

H†
−q by ηq(g0) and η−q(g0)

† as

CH
q (t) =

(
cH
q (t)

c
H†
−q(t)

)
= Sq(t)hq(g0), (7.2.18)
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where

Sq(t) =
(
ũq(t) −ṽ∗

q(t)

ṽq(t) ũ∗
q(t)

)
. (7.2.19)

Note that ũq(t) and ṽq(t) satisfies

ũ−q(t) = ũq(t), ṽ−q(t) = −ṽq(t),
∣∣ũq(t)

∣∣2 + ∣∣ṽq(t)
∣∣2 = 1, (7.2.20)

which are confirmed from the fermion anti-commutation relations of cH
q (t) and those

of ηq(g0). Applying (7.2.18) into (7.2.17) and comparing coefficients of ηq(g0) and

η
†
−q(g0) in the left and right hand sides, we obtain equations of motion for ũq(t)

and ṽq(t):

i
d

dt

(
ũq(t)

ṽq(t)

)
= −2

(
aq(g(t)) ibq(g(t))

−ibq(g(t)) −aq(g(t))

)(
ũq(t)

ṽq(t)

)

= Mq

(
g(t)

)
(
ũq(t)

ṽq(t)

)
(7.2.21)

with the initial condition, ũq(t0) = uq(g0) and ṽq(t0) = −ivq(g0).
We now look into the Heisenberg representation of operators Aj and Bj . Using

(7.2.18), one has

AH
j (t) = aj (t)

† + aj (t), BH
j (t) = b

†
j (t)− bj (t), (7.2.22)

where

aj (t) = 1√
N

∑

q>0

[
eiqj
(
ũq(t)+ ṽq(t)

)
ηq(g0)+ e−iqj

(
ũq(t)− ṽq(t)

)
η−q(g0)

]

(7.2.23a)

bj (t) = 1√
N

∑

q>0

[
eiqj
(
ũq(t)− ṽq(t)

)
ηq(g0)+ e−iqj

(
ũq(t)− ṽq(t)

)
η−q(g0)

]
.

(7.2.23b)

Note that aj (t) and bj (t) are not the Heisenberg operators of aj and bj . Obviously
we have

{
aj (s), ak(t)

}= {bj (s), bk(t)
}= {aj (s), bk(t)

}= 0. (7.2.24)

We define

Gj−k(t) = −{aj (t), b†
k(t)
}

(7.2.25a)

Gj−k(s, t) = −{aj (s), b†
k(t)
}

(7.2.25b)

Ga
j−k(s, t) = −{aj (s), a†

k (t)
}

(7.2.25c)

Gb
j−k(s, t) = −{bj (s), b†

k(t)
}
. (7.2.25d)

Due to (7.2.23a) and (7.2.23b), these are written as
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Gj−k(t) = − 1

N

∑

q>0

[
2 cosq(j − k)

(∣∣ũq(t)
∣∣2 − ∣∣ṽq(t)

∣∣2)

− 2i sinq(j − k)
(
ũq(t)ṽ

∗
q(t)− ṽq(t)ũ

∗
q(t)

)]
, (7.2.26a)

Gj−k(s, t) = − 1

N

∑

q>0

[
2 cosq(j − k)

(
ũq(s)ũ

∗
q(t)− ṽq(s)ṽ

∗
q(t)

)

− 2i sinq(j − k)
(
ũq(s)ṽ

∗
q(t)− ṽq(s)ũ

∗
q(t)

)]
, (7.2.26b)

Ga
j−k(s, t) = − 1

N

∑

q>0

[
2 cosq(j − k)

(
ũq(s)ũ

∗
q(t)+ ṽq(s)ṽ

∗
q(t)

)

+ 2i sinq(j − k)
(
ũq(s)ṽ

∗
q(t)+ ṽq(s)ũ

∗
q(t)

)]
, (7.2.26c)

Gb
j−k(s, t) = − 1

N

∑

q>0

[
2 cosq(j − k)

(
ũq(s)ũ

∗
q(t)+ ṽq(s)ṽ

∗
q(t)

)

− 2i sinq(j − k)
(
ũq(s)ṽ

∗
q(t)+ ṽq(s)ũ

∗
q(t)

)]
. (7.2.26d)

Note that

G∗
j−k(t) = Gj−k(t), G∗

j−k(s, t) = Gj−k(t, s) (7.2.27)

Ga∗
j−k(s, t) = Ga

k−j (t, s), Gb∗
j−k(s, t) = Gb

k−k(t, s). (7.2.28)

As we shall see below, the time dependence of physical quantities can be computed
through Gl(t), Gl(s, t), Ga

l (s, t), and Gb
l (s, t). An explicit expression of these quan-

tities shall be given after specifying the time dependence of g(t) and initial condi-
tions for ũq and ṽq , and solving the time-dependent Bogoliubov-de Gennes equation
(7.2.21).

7.2.2 Quantum Quenches

Motivated by experiments in cold atomic systems [160, 227], dynamics of isolated
quantum systems subjected by a quench of a parameter has been received a grow-
ing amount of attention in the last decade, notwithstanding a theoretical study by
Barouch, McCoy and Dresden in 70s [28]. To understand the fundamental nature
of quench dynamics of interacting systems, the transverse Ising chain has been
a subject of intense study. There are two topics in studies of quench dynamics
(see for a review [69, 120, 319]). One is a sudden quench, where a parameter is
changed discontinuously (Fig. 7.4(a)). The state after a quench is expected to re-
lax towards a steady state, when the system is macroscopically large. The identi-
fication of this steady state and properties of a transient state are main targets of
study. The other topic is a nearly adiabatic dynamics following a slow quench of a
parameter (Fig. 7.4(b)). Scaling theory for non-adiabatic excitations induced by a
quench across a quantum critical point has been developed. In this subsection, we
first present studies on a sudden quench, and then move to a slow quench of the
transverse field.
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Fig. 7.4 Time dependence of the transverse field. (a) shows a sudden quench. The state is assume
to be in the ground state of the system before the quench. (b) shows a linear quench. The transverse
field passes a critical point at t = 0. The state evolves from the ground state at t = −∞ where
g = ∞

7.2.2.1 Relaxation Dynamics After Sudden Quantum Quench

Let us assume that the transverse field is changed from g0 to g abruptly at time t = 0
as depicted in Fig. 7.4(a):

g(t) =
{
g0 (t < 0)

g (t > 0)
. (7.2.29)

We assume that the system at t = 0 is in its ground state before the quench, namely
∣∣Ψ (0)

〉= ∣∣Ψgs(g0)
〉=

∏

0<q<π

ηq(g0)η−q(g0)|0〉, (7.2.30)

where |Ψgs(g0)〉 is the vacuum of ηq(g0): ηq(g0)|Ψgs(g0)〉 = 0 for all q , and |0〉
represents the vacuum of cq : cq |0〉 = 0 for all q .

Under this condition, one can easily solve the time-dependent Bogoliubov-de
Gennes equation (7.2.21). The solution is given by

(
ũq(t)

ṽq(t)

)
= Rq(g)

(
e2iωq(g)t 0

0 e−2iωq(g)t

)
R†
q(g)

(
ũq(0)

ṽq(0)

)
. (7.2.31)

The initial condition for ũq(t) and ṽq(t) is given by
(
ũq(0)

ṽq(0)

)
=
(

uq(g0)

−ivq(g0)

)
. (7.2.32)

Substituting (7.2.8), the solution (7.2.31) is written explicitly as
(
ũq(t)

ṽq(t)

)
=
(

u0 cos 2ωt + i
au0+bv0

ω
sin 2ωt

−iv0 cos 2ωt + bu0−av0
ω

sin 2ωt

)
, (7.2.33)

where we have used shorthand notations: a = aq(g), b = bq(g), ω = ωq(g), u0 =
uq(g0), and v0 = vq(g0).

We first focus on the transverse component of spins, Sz. The time dependence of
the transverse magnetisation is expressed in the Heisenberg representation as

mz(t) = 1

N

N∑

i=1

〈
Sz
i (t)
〉= 1

N

N∑

i=1

〈
Ψ (0)

∣∣BH
i (t)A

H
i (t)

∣∣Ψ (0)
〉
. (7.2.34)

We recall here (7.2.22), (7.2.23a), (7.2.23b). Then one finds
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〈
Ψ (0)

∣∣BH
i (t)A

H
i (t)

∣∣Ψ (0)
〉= −〈Ψ (0)

∣∣bi(t)a†
i (t)

∣∣Ψ (0)
〉

= −〈Ψ (0)
∣∣{bi(t), a†

i (t)
}∣∣Ψ (0)

〉

= G0(t), (7.2.35)

where we note that the initial condition leads to ai(t)|Ψ (0)〉 = bi(t)|Ψ (0)〉 = 0.
Therefore one obtains

mz(t) = G0(t). (7.2.36)

Substitution of the solution, (7.2.33), of the time-dependent Bogoliubov-de Gennes
equation in (7.2.26a) yields

G0(t) = 2

N

∑

0<q<π

[
g0 + cosq

ω0
+ (g − g0) sin2 q

ω2ω0
(1 − cos 4ωt)

]
, (7.2.37)

where we note a shorthand notation: ω0 = ωq(g0). Taking the thermodynamic limit
1
N

∑
q → ∫

dq/2π , the time-dependent term vanishes at t → ∞. Hence one obtains

mz(∞) =
∫ π

0

dq

π

(
g0 + cosq

ω0
+ (g − g0) sin2 q

ω2ω0

)
. (7.2.38)

Note that this can be expressed in terms of the complete elliptic integrals. Equa-
tion (7.2.38) implies that the transverse magnetisation converges to a value which
is neither the ground state expectation value nor the thermal expectation value
[28, 335]. This fact might be remarkable because the statistical mechanics teaches
that the equilibrium state long after a change of a parameter obeys the Boltzmann’s
canonical distribution. However, since the present system involves infinite number
of constants of motion (i.e., fermion occupation numbers η

†
q(g)ηq(g)), the steady

state after a quench is different from the thermal equilibrium.
The transient toward the asymptotic value is given by

mz(t)−mz(∞) = − 1

π

∫ π

0
dq

(g − g0) sin2 q

ω2ω0
cos 4ωt. (7.2.39)

This gives rise to an algebraic decay for large t . A little calculation shows that the
leading power is t−3/2 when g0 �= 1, while it is t−1 when g0 = 1.

We next focus on the longitudinal correlation function in the presence of a sudden
quench. The longitudinal correlation function is defined by

Cx(s, r; t) = 〈Sx
j (t + s)Sx

j+r (t)
〉
. (7.2.40)

We start from investigation of the equal-time correlation function Cx(0, r; t). Re-
calling (2.A.29), one can write

Cx(0, r; t) = 〈Sx
j (t)S

x
j+r (t)

〉= 〈BH
j (t)A

H
j+1(t)B

H
j+1(t) · · ·AH

j+r (t)
〉
. (7.2.41)

Due to (7.2.22) and (7.2.24), (7.2.25a), (7.2.25b), (7.2.25c), (7.2.25d), one has
{
ak(t),A

H
l (t)

}= −Ga
k−l(t, t),

{
bk(t),B

H
l (t)

}= −Gb
k−l (t, t) (7.2.42)

{
bk(t),A

H
l (t)

}= −Gl−k(t). (7.2.43)
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Since G
a,b
r (t, t) → −δr,0 with t → ∞, it turns out that

{
ak(t),A

H
l (t)

}∣∣
t→∞ = {bk(t),BH

l (t)
}∣∣

t→∞ = δk,l,{
bk(t),A

H
l (t)

}∣∣
t→∞ = −Gl−k(∞).

(7.2.44)

These relations yield

Cx(0, r;∞) = −〈bj (t)AH
j+1(t)B

H
j+1(t) · · ·AH

j+r (t)
〉∣∣
t→∞

= G1(∞)
〈
BH
j+1(t)A

H
j+2(s) · · ·AH

j+r (t)
〉∣∣
t→∞

+ 〈BH
j+1(t)A

H
j+1(t)bj (t)A

H
j+2B

H
j+2(t) · · ·AH

j+r (t)
〉∣∣
t→∞

= det

⎛

⎜⎜⎜⎜⎝

G1(∞) G0(∞) . . . G−r+2(∞)

G2(∞) G1(∞) . . . G−r+3(∞)

...
...

. . .
...

Gr(∞) Gr−1(∞) . . . G1(∞)

⎞

⎟⎟⎟⎟⎠

= det

⎛

⎜⎜⎜⎜⎝

D0 D−1 . . . D−r+1

D1 D0 . . . D−r+2

...
...

. . .
...

Dr−1 Dr−2 . . . D0

⎞

⎟⎟⎟⎟⎠
, (7.2.45)

where we defined

Dr = Gr+1(∞) = 1

π

∫ π

0
dq cos(r + 1)q

(
g0 + cosq

ω0
+ (g − g0) sin2 q

ω2ω0

)

+ 1

π

∫ π

0
dq sin(r + 1)q

(
sinq

ω0
− (g − g0)(g + cosq) sinq

ω2ω0

)
.

(7.2.46)

After an algebra, one finds that (7.2.46) can be arranged into

Dr = 1

2π

∫ π

−π

dq e−irqC
(
eiq
)
, (7.2.47)

where

C
(
eiq
)= 2 + 2gg0 + (g + g0)(1 + e−2iq )eiq

2(1 + geiq)
√
(1 + g0eiq)(1 + g0e−iq )

. (7.2.48)

Note that ln eiq is not a cyclic function of q , and thus lnC(eiq) is not a contin-
uous function of q . Hence we cannot apply the Szego’s theorem to the Toeplitz
determinant in (7.2.45). However, this determinant is considerably simplified in the
following two cases [365].

(i) Quench from g0 = ∞. In this case C(eiq) reduces to

C
(
eiq
)= 2g + eiq(1 + e−2iq )

2(1 + geiq)
. (7.2.49)
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Changing the integral (7.2.47) into an contour integral on the complex plane of
z = eiq , one can write

Dr = 1

2πi

∮
dzz−r−1C(z) = 1

2πi

∮
dzz−r−1

(
1

z + g−1
+ z + z−1

2g(z + g−1)

)
,

(7.2.50)

where the path of the contour integral is along the unit circle and the direction is
counterclockwise. Suppose here g > 1. Then a straightforward calculation yields

Dr =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0 (r ≥ 1)

1/(2g) (r = 0)

1 − 1/(2g2) (r = −1)
(−1)r

2 (1 − g2)gr−1 (r ≤ −2)

. (7.2.51)

One finds from this that the Toeplitz determinant (7.2.45) reduces to the determinant
of a tridiagonal matrix. Hence one immediately gets, for g > 1,

Cx(0, r;∞) =
(

1

2g

)r

. (7.2.52)

For g < 1, one has

Dr =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(−1)r

2 gr−1(g2 − 1) (r ≥ 1)

g/2 (r = 0)

1/2 (r = −1)

0 (r ≤ −2)

. (7.2.53)

In this case, Eq. (7.2.45) is written as

Cx(0, r;∞) = det

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

D0 D−1 0 . . . 0

D1 D0 D−1 . . . 0

D2 D1 D0 . . . 0
...

...
...

. . .
...

Dr−1 Dr−2 Dr−3 . . . D0

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

. (7.2.54)

Define now

Δr = Cx(0, r;∞) (7.2.55)

Δ′
r = det

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

D1 D−1 0 . . . 0

D2 D0 D−1 . . . 0

D3 D1 D0 . . . 0
...

...
...

. . .
...

Dr Dr−2 Dr−3 . . . D0

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

. (7.2.56)

Note that Δ1 = D0 = g/2 and Δ′
1 = D1 = 1

2 (1 − g2). Expanding the determinants
of Δr and Δ′

r by cofactors of the first row, Δr and Δ′
r satisfy
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Δr = D0Δr−1 −D−1Δ
′
r−1 (7.2.57)

Dr = D1Δr−1 −D−1 det

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

D2 D−1 0 . . . 0

D3 D0 D−1 . . . 0

D4 D1 D0 . . . 0
...

...
...

. . .
...

Dr Dr−3 Dr−4 . . . D0

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

= D1Δr−1 + gD−1Δ
′
r−1, (7.2.58)

where we note Dr+1 = −gDr for r ≥ 1. These recurrence relations reduce to
(
Δr

Δ′
r

)
=
(
D0 −D−1

D1 gD−1

)(
Δr−1

Δ′
r−1

)
=
(
D0 −D−1

D1 gD−1

)r−1(
Δ1

Δ′
1

)

= 1

2r
Rr−1

1

(
g

1 − g2

)
, (7.2.59)

where

R1 =
(

g −1

1 − g2 g

)
. (7.2.60)

By diagonalisation of R1, one obtains

Δr = 1

2r

{
g

2

(
λr−1 + λ∗r−1)−

√
1 − g2

2i

(
λr−1 − λ∗r−1)

}
, (7.2.61)

where λ = g + i
√

1 − g2 and λ∗ = g − i
√

1 − g2 are the eigenvalues of R1. We
introduce θ such that cos θ = g. Then, one can write λ = eiθ and (7.2.61) is arranged
into [365]

Cx(0, r;∞) = Δr = 1

2r
(
cos θ cos(r − 1)θ − sin θ sin(r − 1)θ

)

= 1

2r
cos(rθ) = 1

2r
cos(r arccosg). (7.2.62)

Summarising (7.2.52) and (7.2.62), The longitudinal correlation decays exponen-
tially with r both for g > 1 and 0 < g < 1. The correlation length ξ is given by

ξ =
{

1/ ln(2g) for g > 1

1/ ln 2 for 0 < g < 1
. (7.2.63)

(ii) Quench from g0 = 0. In this case, (7.2.48) reduces to

C
(
eiq
)= 2 + g(1 + e−2iq )eiq

2(1 + geiq)
, (7.2.64)

and hence (7.2.47) does to

Dr = 1

2πi

∮
dz

zr+1

{
z + z−1

2(z + g−1)

}
, (7.2.65)



7.2 Non-equilibrium Dynamics in Presence of Time-Dependent Fields 195

where we take the counterclockwise path along the unit circle on the complex z-
plane. Supposing g > 1, the contour integral is carried out to yield

Dr =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0 (r ≥ 1)

1/2 (r = 0)

1/(2g) (r = −1)
(−1)r

2 (g2 − 1)gr (r ≤ −2)

. (7.2.66)

Thus the Toeplitz determinant (7.2.45) reduces to the determinant of a tridiagonal
matrix and is found to be

Cx(0, r;∞) = 1

2r
. (7.2.67)

For 0 < g < 1, the contour integral (7.2.65) is computed, so that

Dr =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(−1)r

2 gr(1 − g2) (r ≥ 1)

n1 − g2/2 (r = 0)

g/2 (r = −1)

0 (r ≤ −2)

. (7.2.68)

Same as the case (i), we consider determinants Δr and Δ′
r defined by (7.2.55) and

(7.2.56). These determinants are written as
(
Δr

Δ′
r

)
= 1

2r
Rr−1

2

(
2 − g2

−g(1 − g2)

)
, (7.2.69)

where

R2 =
(

2 − g −g

−g(1 − g2) g2

)
. (7.2.70)

A straightforward calculation yields

Δr = 1

2r
1

2
√

1 − g2

{(
2 − g2)(λr+ − λr−

)− g2(λr−1+ − λr−1−
)}
, (7.2.71)

where λ± = 1 ± √1 − g2 are the eigenvalues of R2. Defining θ by eθ = (1 +√
1 − g2 )/g, the eigenvalues are simply written as λ± = g±θ . With this notation

and a short algebra, one finds

Cx(0, r;∞) = Δr = gr+1

2r
cosh(r + 1)θ. (7.2.72)

For r → ∞, this reduces to [365]

Cx(0, r;∞) ≈
(

1 +√1 − g2

2

)r+1

. (7.2.73)
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Fig. 7.5 Correlation length of the state long after time from a sudden quench as a function of the
transverse field g after a quench. The left and right panels show results (7.2.63) and (7.2.74) for
quenches from g0 = ∞ and g0 = 0 respectively

One finds again that the spatial correlation decays exponentially with separation
both for g > 1 and 0 < g < 1. The correlation lengths are obtained from (7.2.67)
and (7.2.73) as

ξ =
{

1/ ln 2 for g > 1

1/ ln[2/(1 +√1 − g2 )] for 0 < g < 1
. (7.2.74)

It is worth noting that the longitudinal correlation function (7.2.73) with g0 = 0
vanish for r → ∞ in spite of the completely ordered initial state. This fact implies
that the quench of the transverse field is a source of fluctuations which destroy an
order of the system.

Figure 7.5 shows the correlation length (7.2.63) and (7.2.74) of the state long
after time after a quench (t → ∞). The correlation length of the state at t → ∞
is finite even if the transverse field after a quench is set at the critical point g = 1.
The difference of the correlation length ξ from that of the initial state is larger for
larger amplitude of quench. However, it is remarkable that, if the quench is across
the quantum critical point, ξ = 1/ ln 2 is independent of the transverse field g after
a quench.

We next look into the temporal and spatial correlation functions. Rossini et al.
[334, 335] numerically studied the on-site autocorrelation function Cx(s,0; t) as
well as the equal-time spatial correlation function Cx(0, r; t) of the state long af-
ter a quench (t � 1). They found that the autocorrelation function and the spa-
tial correlation function decay with a coherence time τ and a correlation length ξ .
What is remarkable is that τ and ξ is determined by the energy gap Δ(g) =
2|g − 1| of the system after quench and an effective temperature Teff which con-
trols the strength of the quench and is defined as follows. Since the state after a
quench is no longer the ground state, the quench induces an energy to the sys-
tem. The amount of this energy depends on how strongly the quench is done. If
we assume that the system after the quench is in an equilibrium state of an ef-
fective temperature Teff, the energy expectation value of the system is given by
〈H(g)〉Teff = Tr(H(g)e−H(g)/Teff)/Tr(e−H(g)/Teff), following the standard statisti-
cal mechanics. On the other hand, the system has the energy expectation value
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〈H(g)〉 = 〈Ψ0(g0)|H(g)|Ψ0(g0)〉. We then make an equation between these two
quantities:

〈
H(g)

〉
Teff

= 〈Ψ0(g0)
∣∣H(t)

∣∣Ψ0(g0)
〉
, (7.2.75)

by which we define the effective temperature.
Surprisingly, the dependences of τ and ξ on Teff resemble those of the relaxation

time and the correlation length in the thermal equilibrium state. As we mentioned
before, a quench of the transverse field induces fluctuations which destroy the long-
range order. The result of Rossini et al. suggests that the fluctuation induced by a
quench of the transverse field looks like the thermal fluctuation as far as the longi-
tudinal autocorrelation function and spatial correlation function are concerned. We
remark that such an effective thermalisation behaviour does not always appear in
other quantities. We have mentioned that, due to the integrability (namely the pres-
ence of infinite number of constants of motion) of the present system, the transverse
magnetisation is not thermalised. What kind of quantities show thermalisation be-
haviour and the origin of thermalisation in the integrable system are open problem
to be clarified.

Before closing the present subsection we comment on the work by Calabrese and
Cardy [55–57]. They applied the boundary conformal field theory to the dynamics
after a quantum quench to a quantum critical point and obtained time dependence
and distance dependence of several correlation functions. When the system is at a
quantum critical point with a gapless linear quasiparticle dispersion, quasiparticles
created by a quench of a parameter propagate with a unique speed. As a result,
the system after a quench retains two-point temporal-spatial correlation of a local
observable until t ∼ r/v, where v is a speed of the quasiparticle. Beyond this, the
correlation decays to a time-independent value. According to computation by Cal-
abrese and Cardy [56, 57], two-point correlation decays exponentially with time
and the characteristic scale of time includes the critical exponent, so that the ra-
tio of characteristic time scales of different quantities yields a universal value. The
consequence from the boundary conformal field theory is applicable to the trans-
verse Ising chain. Its verification and development in the transverse Ising chain are
expected.

7.2.2.2 Nearly Adiabatic Dynamics Following a Slow Quench

In the present section, we consider a dynamics following a slow quench of a param-
eter. Let us imagine a system in its equilibrium state. We suppose that a parame-
ter, which specifies the equilibrium state, changes slowly with time. If the changing
speed is sufficiently slow, then the system should keep track of the equilibrium state.
However, if the parameter passes through a critical point of a phase transition, does
the system evolve into a new phase? This fundamental question has been discussed
in a wide range of area from the cosmology to the condensed matter. It should be
noted that Greiner et al. [160] demonstrated an evolution of cold bosonic atoms
from a superfluid to a Mott insulator. This experiment has raised a lot of interests
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in the dynamics across a quantum phase transition. Here we present a theory of the
dynamics following a slow change of the transverse field across a quantum phase
transition in the one-dimensional transverse Ising chain [78, 118].

We consider a linear quench of the transverse field:

g = −t/τ + 1, (7.2.76)

where 1/τ represents a control parameter of the quench rate, and time t moves
from t = −∞. Note that g passes the quantum critical point at t = 0. We assume
that the system is in the ground state initially. We show the time dependence of g
in Fig. 7.4(b). With (7.2.76), the time-dependent Bogoliubov-de Gennes equation
(7.2.21) is written as

i
d

dt

(
ũq(t)

ṽq(t)

)
= 2
{
(t/τ − αq)σ

3 + βqσ
2}
(
ũq(t)

ṽq(t)

)
, (7.2.77)

where we defined

αq = 1 + cosq, βq = sinq. (7.2.78)

Note αq > 0 and β > 0 for 0 < q < π as far as an even N is assumed (regarding
the available wave number q , see Sect. 2.2). σ 1, σ 2, and σ 3 are the Pauli matrices
which are written as

σ 1 =
(

0 1
1 0

)
, σ 2 =

(
0 −i

i 0

)
, and σ 3 =

(
1 0
0 −1

)
. (7.2.79)

The initial conditions for ũq(t) and ṽq(t) are given by ũq(−∞) = uq(g = ∞) and
ṽq(−∞) = vq(g = ∞), which turn out from (7.2.8) to be

ũq(−∞) = 0 and ṽq(−∞) = −i. (7.2.80)

Let us here introduce a unitary transformation: U = exp(−iσ 3π/4). One can easily
show U†σ 3U = σ 3 and U†σ 2U = σ 1. Applying this transformation, (7.2.77) is
written as

i
d

dt

(
ũ′
q(t)

ṽ′
q(t)

)
= 2
{
(t/τ − αq)σ

3 + βqσ
1}
(
ũ′
q(t)

ṽ′
q(t)

)
, (7.2.81)

where
(
ũ′
q(t)

ṽ′
q(t)

)
= U†

(
ũq(t)

ṽq(t)

)
=
(

eiπ/4ũq(t)

e−iπ/4ṽq(t)

)
. (7.2.82)

We define

t̄ ≡ 2βq(t − αqτ), τ̄ ≡ 2β2
qτ,

(
ūq(t̄)

v̄q(t̄)

)
=
(

eiπ/4ũq(t)

e−iπ/4ṽq(t)

)
. (7.2.83)

Then (7.2.81) is written as

i
d

dt̄
=
(
ūq(t̄)

v̄q(t̄)

)
=
(
t̄

τ̄
σ 3 + σ 1

)(
ūq(t̄)

v̄q(t̄)

)
. (7.2.84)
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Thus one finds that our problem reduces to the Landau-Zener problem. As shown
in Sect. 7.A.2, the solution of this equation with the initial condition, ūq(−∞) = 0
and |v̄q(−∞)| = 1, is given up o an inessential phase factor as

ūq(t̄) = −i

√
τ̄

2
e−πτ̄/8Diτ̄/2−1

(
ei3π/4

√
2/τ̄ t̄

)
(7.2.85)

v̄q(t̄ ) = ei3π/4e−piτ̄/8Diτ̄/2
(
ei3π/4

√
2/τ̄ t̄

)
, (7.2.86)

namely,

ũq(t) = e−i3π/4βq
√
τ e−πβ2

q τ/4Diβ2
q τ−1

(
ei3π/42(t − αqτ)/

√
τ
)

(7.2.87)

ṽq(t) = −e−πβ2
q τ/4Diβ2

q τ

(
ei3π/42(t − αqτ)/

√
τ
)
, (7.2.88)

where Dμ(x) is the parabolic cylinder function.
We now focus on the density of defects as a measure for the deviation of the state

after a quench from the instantaneous ground state. The density of defects is defined
by

n = 1

N

∑

q>0

nq, (7.2.89)

nq = 〈Ψ (tf )
∣∣η†

q(gf )ηq(gf )+ η
†
−q(gf )η−q(gf )

∣∣Ψ (tf )
〉

= 〈Ψ (tf )
∣∣h†

q(gf )σ
3hq(gf )

∣∣Ψ (tf )
〉+ 1, (7.2.90)

where tf denotes the final time and gf = g(tf ). Note that nq stands for the ex-
pected number of excited quasiparticle with the wave number q in the state after
a quench. Hence n corresponds to the density of excited quasiparticle in the final
state. Applying the inverse Bogoliubov-de Gennes transformation and switching to
the Heisenberg representation, (7.2.90) is expressed as

nq = 〈Ψi |CH†
q (tf )R

†
q(gf )σ

3Rq(gf )CH
q (tf )|Ψi〉 + 1

= 〈Ψi |hH†
q (gf )S

†
q(tf )R

†
q(gf )σ

3Rq(gf )Sq(tf )hH
q (gi)|Ψi〉 + 1, (7.2.91)

where gi ≡ g(t = −∞) = +∞ is the transverse field before the quench, and
|Ψi〉 = |Ψ (t = −∞)〉 is the initial state. Due to the initial condition, |Ψi〉 satisfies
ηq(gi)|Ψi〉 = η−q(gi)|Ψi〉 = 0. Therefore it turns out that

nq = [S†
q(tf )R

†
q(gf )σ

3Rq(gf )Sq(tf )
]

22 + 1. (7.2.92)

We hereafter consider two special cases where the transverse field is reduced (i) until
tf = +∞ (i.e., gf = −∞), and (ii) until tf = τ (i.e., gf = 0).

(i) case with tf = +∞. From (7.2.8), it turns out that uq(gf = −∞) = −1 and
vq(gf = −∞) = 0. It follows that

Rq(gf = −∞) =
(−1 0

0 −1

)
. (7.2.93)

Therefore one has
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nq = [S†
q(tf = +∞)σ 3Sq(tf = +∞)

]
22 + 1

= ∣∣ṽq(tf = +∞)
∣∣2 − ∣∣ũq(t = +∞)

∣∣2 + 1

= 2
∣∣ṽq(tf = +∞)

∣∣2. (7.2.94)

Taking the limit t → +∞, (7.2.88) gives the famous Landau-Zener formula:

|ṽq(tf = +∞)|2 = e−2πβ2
q τ (Sect. 7.A.2). Therefore the density of defects is ob-

tained as

n = 1

N

∑

q>0

2 exp
(−2πβ2

qτ
)
. (7.2.95)

Taking the thermodynamic limit,

n → 2
∫ π

0

dq

2π
exp
(−2πτ sin2 q

)= 4
∫ π/2

0

dq

2π
exp
(−2πτ sin2), (7.2.96)

where we have used the property that the integrand is a symmetric function with the
pivot at q = π/2. For τ � 1, (7.2.96) is dominated by the integral over the region
of q where 0 ≤ sinq ≈ q � 1. Hence one may safely approximate sin2 q ≈ q2 and
expand the upper bound of q in the integral from π/2 to ∞. The result is given as

n ≈ 4
∫ ∞

0

dq

2π
exp
(−2πτq2)= 1

π
√

2τ
. (7.2.97)

This result implies that the density of defects decays as τ−1/2 with increasing τ and
that it vanishes with τ → ∞. One finds from this fact that, even if the quench is done
across the quantum critical point from a disordered phase to an ordered phase in the
one-dimensional transverse Ising chain, the system evolves adiabatically into an
ordered state as far as the rate of the quench is infinitesimally small. The exponent
1/2 of τ which characterises the decay rate of n is a universal number. We shall
show below the universality of this exponent on the basis of a generic argument.

(ii) case with tf = τ , where the final value of the transverse field is gf = 0. In
the present case, the density of defects can be expressed as

n = 1

2N

〈
Ψ (tf )

∣∣H(gf )+N
∣∣Ψ (tf )

〉

= 1

2N

〈
Ψ (tf )

∣∣∑

i

(
1 − Sx

i S
x
i+1

)∣∣Ψ (tf )
〉
. (7.2.98)

Note that (1/2)
∑

i (1 − Sx
i S

x
i+1) is the number of kinks between neighbouring

Ising spins. Although there is no kink in the instantaneous ground state at the fi-
nal time, a quench of the transverse field may produce such kinks. The density of
defects n, in the present case, measures the amount of kinks present in the state after
a quench. Now, substitution of gf = 0 in (7.2.8) leads to uq(gf = 0) = − sin(q/2)
and vq(gf = 0) = cos(q/2). From this, one obtains

Rq(gf = 0) =
(

− sin q
2 i cos q

2

i cos q
2 − sin q

2

)
, (7.2.99)



7.2 Non-equilibrium Dynamics in Presence of Time-Dependent Fields 201

and hence
[
S†
q(tf )R

†
q(gf )σ

3Rq(gf )Sq(tf )
]

22

= cosq
(∣∣ũq(τ )

∣∣2 − ∣∣ṽq(τ )
∣∣2)

− i sinq
(
ũq(τ )ṽ

∗
q(τ )− ũ∗

q(τ )ṽq(τ )
)
. (7.2.100)

The density of defects in the thermodynamic limit is then written as

n =
∫ π

0

dq

2π

{
cosq

(
1 − 2

∣∣ṽq(τ )
∣∣2)+ 1 − i sinq

(
ũq(τ )ṽ

∗
q(τ )− ũ∗

q(τ )ṽq(τ )
)}

where we have used |ũq(τ )|2 +|ṽq(τ )|2 = 1. We note that ṽq(τ ) is given by (7.2.88)
with the substitution of tf = τ . Let us consider the contribution to the density of
defects from nq with π − 1/τ 1/4 � q ≤ π :

∫ π

π−1/τ 1/4

dq

2π
nq ≈

∫ π

π−1/τ 1/4

dq

2π

{(
−1 +O

(
1√
τ

))(
1 − 2

∣∣ṽq(τ )
∣∣2)+ 1

}

− i

∫ π

π−1/τ 1/4

dq

2π
sinq

(
ũq(τ )ṽ

∗
q(τ )− ũ∗

q(∞)ṽq(∞)
)
.

(7.2.101)

Neglecting the higher orders in 1/τ , the first term is arranged into
∫ π

π−1/τ 1/4

dq

π

∣∣ṽq(τ )
∣∣2. (7.2.102)

When τ � 1, |ṽq (τ )|2 is approximated as |ṽq (τ )|2 ≈ exp(−2πτ sin2 q) for π −
1/

√
τ � q ≤ π . Although this approximation is not always valid for π − 1/τ 1/4 �

q � π − 1/
√
τ , the integrand becomes small and one can neglect its contribution to

the integral. Thus Eq. (7.2.102) is estimated as
∫ π

π−1/τ 1/4

dq

π

∣∣ṽq(τ )
∣∣2 ≈

∫ π

π−1/τ 1/4

dq

π
e−2πτ sin2 q =

∫ 1/τ 1/4

0

dq

π
e−2πτ sin2 q

=
∫ 1/τ 1/4

0

dq

π
e−2πτq2 = 1√

τ

∫ τ 1/4

0

dq

π
e−2πq2

,

(7.2.103)

where we have changed the variable as π − q → q and applied an approximation
sinq ≈ q for 0 ≤ q ≤ 1/

√
τ . When τ � 1, one may replace the upper bound of

integral with ∞. Therefore one obtains
∫ π

π−1/τ 1/4

dq

π

∣∣ṽq(τ )
∣∣2 ≈ 1√

τ

∫ ∞

0

dq

π
e−2πq2 = 1

2π

1√
2τ

. (7.2.104)

A detailed calculation shows that not only the second term in (7.2.101) but also
the integral of nq over 0 ≤ q � π − 1/τ 1/4 gives higher order terms. Therefore the
density of defects is obtained as [118]

n ≈ 1

2π

1√
2τ

. (7.2.105)
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We find from (7.2.97) and (7.2.105) that both the cases (i) and (ii) yield the same
result except for the factor 2. This difference comes from the fact that the quench
in the case (i) passes two quantum critical points at g = 1 and −1, while that in the
case (ii) passes only the single critical point at g = 1. We recall that, when g = 1,
the energy spectrum ωq of the quasiparticle has a zero at q = π , whereas it does at
q = 0 when g = −1. This implies that quasiparticles with the mode near q = π and
q = 0 are excited during the quench and they contribute to the density of defects in
the case (i). However only the modes near q = π are responsible for the density of
defects in the case (ii). Thus the number of modes which contribute to the excitation
is twice larger in the case (i) than the case (ii).

Kibble-Zurek Scaling We have so far investigated the quench dynamics in one-
dimensional transverse Ising chain, and derived scaling relation between the density
of defects n and the quench rate 1/τ . Hereafter we investigate the defect production
due to a quench across a critical point in a generic system. Historically the defect
production due to a quench was first discussed for a thermodynamic phase transition
in the context of the evolution of the universe by Kibble [223]. After that, Zurek
[444] proposed an experiment for defect production in the universe using a 4He
superfluid. A theory on a quench across a quantum critical point was developed by
Zurek et al. [445] and Polkovnikov [318].

Let us consider a system with a parameter λ. We assume that the ground state
is disordered for λ > 0 and ordered for λ < 0. The system undergoes a quantum
phase transition of the second order at λ = λc = 0. We suppose that the energy gap
Δ from the ground state to the first excited state is scaled by λ as Δ ∼ λzν , and the
quasiparticle has a dispersion relation ωq ∼ |q|z at the critical point, where q is the
wave-number vector of the quasiparticle.

Now we assume a linear quench of the parameter λ:

λ = −t/τ, (7.2.106)

where 1/τ is the quench rate. The time t is supposed to move from t = −∞ to
t > 0.

The coherence time of the system, τcoh, is determined by the inverse of the energy
gap: τcoh = Δ−1 ∼ λ−zν . Roughly speaking, if the normalised quench rate |Δ̇|/Δ is
smaller than τ−1

coh, then the system maintains the coherence and evolves adiabatically.
However, one the other hand, if |Δ̇|/Δ> τ−1

coh, the adiabatic evolution breaks down.
On the basis of this consideration, we make an equation so that it determines the
time t̂ (namely, the parameter λ̂ = λ(t̂ )) at which the adiabaticity breaks:

|Δ̇|
Δ

= 1

τcoh
, (7.2.107)

which is followed by

1

λ̂τ
= λ̂zν, (7.2.108)

where we have neglected inessential factors. The solution of this equation is

λ̂ = τ−1/(zν+1). (7.2.109)



7.2 Non-equilibrium Dynamics in Presence of Time-Dependent Fields 203

λ̂ gives an energy scale Δ̂ ∼ λ̂zν . Equation (7.2.109) implies that quasiparticles with
energy � Δ̂ ∼ τ−zν/(zν+1) are excited during a quench. Since the quasiparticle has
the dispersion ωq ∼ |q|z, the largest wave number q̂ = |q̂|, that is likely to contribute
to the excitation, satisfies

q̂z ∼ Δ̂ ∼ τ−zν/(zν+1). (7.2.110)

Once quasiparticle are excited, they never relax. The density of defects after a
quench is evaluated by the volume in the q-space which contributes to the exci-
tation. Therefore we obtain

n ∼
∫

|q|≤q̂

dq ∼ q̂d ∼ τ−dν/(zν+1), (7.2.111)

where d is the dimension of the system. Equation (7.2.111) provides a generic scal-
ing relation between the density of defects and the quench rate with critical expo-
nents ν and z and the dimension d . In the case of the one-dimensional transverse
Ising chain, one has d = z = ν = 1. Thus one has n ∼ τ−1/2 which is in consistence
with (7.2.97) and (7.2.105).

7.2.3 Oscillating Fields: Quantum Hysteresis

When the external perturbation, on a cooperatively interacting system, is sinusoidal
in time, the system cannot respond instantaneously and the (cooperative) response
gets delayed leading to hysteresis, which is a typical non-equilibrium phenomenon.
At a rudimentary level, hysteresis manifests itself as the competition between exper-
imental time scales, determined by the frequencies of the applied perturbation, and
internal time scales which are governed by relaxation phenomena, activated rate
processes, decay of metastable states and etc. Since metastable states occur quite
naturally in connection with first order phase transitions, hysteresis is particularly
noticeable near such transitions, and is often used to mark their onset.

The interest in studying hysteresis in quantum systems is because of the fact that
quantum systems are characterised by new routes to relaxation. Thus a quantum sys-
tem has additional time scales associated with tunnelling, which can link different
minima of the free energy surface.

As far as hysteresis in classical systems is concerned, there have been several
recent attempts to provide a satisfactory statistical mechanical treatment. In most of
the model studies, the scaling of the hysteresis loop area with the probe frequency
and temperature as well as the evidence of a dynamic phase transition have been the
issues of interest [2–4, 22].

The simplest quantum Ising model which is expected to show hysteresis phe-
nomena is the Ising model in a sinusoidally varying transverse field. The study of
hysteresis in Ising models in the presence of a oscillating transverse field is also
motivated by the fact that it can actually be experimentally realised in the labora-
tory by pressure modulation in the KDP crystal or by simply applying an oscillatory
magnetic field to the rare earth system of LiRF4.



204 7 Dynamics of Quantum Ising Systems

Fig. 7.6 Projection of the
dynamic phase boundary (and
TCP) in the hz0–T plane. The
inset shows the change of the
nature of the phase transition
just above (I: hz0 = 0.48) and
below (II: hz0 = 0.28) the
tricritical point (TCP).
Γ = 0.2 and ω = 0.0314 here

The interesting points are mainly twofold: (a) The scaling of the loop area
Ax = ∮ mx dΓ with the transverse field and temperature. This loop area, being re-
lated to the energy loss, is directly measurable in the laboratory. (b) The dynamic
phase transition. This is obtained from the vanishing of the order parameter defined
by Q = ∮ mz dt , which acquires nonzero values (below the phase boundary) for
asymmetric variations at low T , Γ etc. Two different cases, leading to hysteresis,
have been considered here in quantum Ising systems: (i) The longitudinal field is
oscillatory, the transverse field is time independent and (ii) the longitudinal field is
zero, the transverse one is oscillatory. In all the studies, the Hamiltonian is treated
in the mean field approximation and the equations of motion for the average mag-
netisation obtained.

In general, in presence of both time dependent longitudinal and transverse fields,
the Ising Hamiltonian can be written generally as

H = −
∑

〈ij〉
JijS

z
i S

z
j − Γ (t)

∑

i

Sx
i − hz(t)

∑

i

Sz
i . (7.2.112)

Here Γ (t) and hz(t) represent the time dependent transverse or longitudinal field
respectively. Acharyya, Chakrabarti and Stinchcombe [4] proposed the phenomeno-
logical extension and generalisation of the mean field equation of motion for average
magnetisation m, following that of the classical Ising system in contact with a heat
bath:

τ
dm

dt
= −m + tanh

( |h|
T

)
h

|h| , (7.2.113)

where

|h| =
√(

mz + hz(t)
)2 + (Γ (t)

)2
. (7.2.114)

Banerjee, Dattagupta and Sen [22] have recently given a more microscopic deriva-
tion of the equations of motion (see Sect. 7.2.3; case III).
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Fig. 7.7 Projection of the
dynamic phase boundary (and
TCP) in the hz0–Γ plane. The
inset shows the change of the
nature of the phase transition
just above (I: hz0 = 0.48) and
below (II: hz0 = 0.28) the
tricritical point (TCP).
T = 0.2 and ω = 0.0314 here

Case I Ising system in transverse field and oscillating longitudinal field.

In presence of an oscillating longitudinal field and transverse field, we put Γ (t) =
Γ and hz(t) = cos(ωt) in (7.2.112) so that |h| =√(mz + hz(t))2 + Γ 2 in (7.2.113).
Dynamic phase transitions and AC susceptibility have been studied numerically by
solving the equation of motion with these expressions.

Dynamic Phase Transition Using a fourth-order Runge-Kutta method (in sin-
gle precision; the value of the time differential (dt) was taken to be 10−6), the
above dynamical equations (7.2.113) were solved. The dynamic order parameter
Q (= ∮ mz dt) was also evaluated.

For the model considered here (represented by Hamiltonian (7.2.112)), where
Γ is constant in time and hz(t) = cos(ωt), there is a dynamic phase boundary
Td(h

z
0,ω,Γ ) (separating Q �= 0 phase from Q = 0 phase). The projection of this

boundary in the hz0–T plane for a fixed Γ and ω (Fig. 7.6) is found. A crossover
of this transition across Td(h

z
0,ω,Γ ), from a discontinuous to a continuous one,

at a tricritical point (TCP) T TCP
d (hz0,ω,Γ ) (see inset of Fig. 7.6), showing the na-

ture of the transition just below and above the TCP at a particular ω and Γ has
been observed. Similar behaviour of Q has been observed for other projections of
the phase boundary. Figure 7.7 shows the phase boundary line Γd(h

z
0,ω,T ) in the

hz0–Γ plane (separating Q �= 0 phase from Q = 0 phase). The position of the tri-
critical point Γ TCP

c (hz0,ω,T ) is also indicated on the phase boundary line. Inset
of Fig. 7.7 shows the nature of the transition just below and above the TCP at a
particular ω and T .

The dynamic phase transition, in fact, arises due to the coercivity property. In the
Q �= 0 phase, because of the failure of the external field to provide for the coercive
field, the m–h loop is not symmetric about the field axis and lies in the upper half
(or lower half) of the m–h plane depending upon the initial magnetisation. So, the
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Fig. 7.8 Temperature
variation of χ ′

z , χ ′′
z , and Q for

two different values of hz0 and
a fixed value of ω = 0.0314
and Γ = 0.1. (I) For hz0 = 0.3
and (II) hz0 = 0.5

phase boundary equation Td(h
z
0,ω,Γ ) for the dynamic phase transition, when ex-

pressed as hz0(T ,ω,Γ ), gives in effect the coercive field variation with respect to
T , Γ and ω. The tricritical point T TCP

d (hz0,ω,Γ ) appears because of the failure of
the system to relax within the time period (2π/ω) of the external field. The intrin-
sic relaxation time τeff in the ferro phase decreases with lowering of temperature
and below T TCP

d (hz0,ω,Γ ): τeff(h
z
0, T ) ≥ 2π/ω (equality at T = T TCP

d ), so that the
magnetisation changes sign (from mz to −mz) abruptly and continuously and Q

changes from a value very near to unity to 0 discontinuously. This indicates that
T TCP
d (hz0,ω,Γ ) should decrease with increasing frequency as is indeed observed

(see the inset of Fig. 7.6). The same is also true for Γ TCP
d (hz0,ω,T ) (see the inset of

Fig. 7.7).

The AC Susceptibility Following the successful introduction of AC susceptibil-
ity [2] for (classical) Ising system, the properties of similarly defined (linear) AC
susceptibility in transverse Ising system have been studied.

In this case, by solving the mean-field equation of motion the time variation
of mx and mz is obtained. Both the transverse and longitudinal magnetisation
showed that the responses are delayed but having the same frequency of the per-
turbing oscillating field. The amount of delay is different for transverse and lon-
gitudinal magnetisation. The response magnetisation mα(t) can be expressed as
Pα(ω(t − τeff)) where Pα denotes the periodic function with the same frequency ω

of the perturbing field and ταeff denotes the effective delay for the α-th component
(α = x, z) of the response. The susceptibilities are defined in a “linear” way: as-
suming a linear response mα(t) ∼ mα

0 exp(iωt − φα); φα = ωα
eff, for a perturbation

hz(t) ∼ hz0 exp(−iωt), the AC susceptibility χα is defined as (mα
0/h

z
0) exp(−iφα).

This defines then the in-phase and the out-of-phase components of the AC suscepti-
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Fig. 7.9 Temperature
variation of χ ′

x , χ ′′
x , and Q for

two different values of hz0 and
a fixed value of ω = 0.0314
and Γ = 0.1. (I) For hz0 = 0.3
and (II) hz0 = 0.5

bilities: χ ′
z = (mz

0/h
z
0) cos(φz), χ ′′

z = (mz
0/h

z
0) sin(φz) and χ ′

x = (mx
0/h

z
0) cos(φx),

χ ′′
x = (mx

0/h
z
0) sin(φx).

The components of the transverse and longitudinal susceptibilities are plotted
against the temperature (T ) (see Fig. 7.8 and Fig. 7.9). At the dynamic transition
point, where the dynamic order parameter Q vanishes, the χ ′

x and χ ′
z give sharp

dips and χ ′′
x and χ ′′

z give sharp peaks. Both χ ′
x and χ ′

z have another smeared peak
at some higher temperature (T > Tc(Γ )) indicating the high temperature decay of
magnetisation.

In the limits T −1 → 0 and Γ → 0, the equation of motion for z-component
gets completely decoupled suggesting that the dynamic transition etc. for the
z-component remains qualitatively the same as in the classical mean field case [2].

Case II Hysteresis due to time dependent transverse field and zero longitudinal
field.

Here the longitudinal field hz(t) = 0 and the transverse field Γ (t) is sinusoidally
varying with time. As mentioned before, there have been two different approaches
to study the case when the transverse field is explicitly time dependent and the lon-
gitudinal field is zero. In the first study [4], one again considers (7.2.113) putting
Γ (t) = Γ0 cos(ωt), so that |h| =√(mz)2 + (Γ (t))2. The relaxation rates here have
been assumed to be the same for both the components mx and mz.

The variation of the longitudinal and transverse magnetisation loop areas Ax =∮
mx dΓ and Az = ∮ mz dΓ respectively, and the dynamic order parameter Q =∮
mz dt , as functions of the frequency (ω) and amplitude (Γ0) of the periodically

varying transverse field and the temperature (T ) of the system have been studied [4].
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Fig. 7.10 The variation of the scaled loop area Ãx = AxΓ
−α

0 T β with the scaled frequency
ω̃ = ω/(Γ

γ

0 T δ) using α = 7/4, β = 1/2 and γ = 0 = δ. Different symbols correspond to dif-
ferent Γ0 and T : (◦) Γ0 = 1.25 and T = 1.25; (�) Γ0 = 1.50 and T = 1.25; (�) Γ0 = 1.75
and T = 1.25; (♦) Γ0 = 1.25 and T = 1.50; (�) Γ0 = 1.50 and T = 1.50; (+) Γ0 = 1.75 and
T = 1.50; (∗) Γ0 = 1.25 and T = 1.75; (×) Γ0 = 1.50 and T = 1.75; ( ) Γ0 = 1.75 and T = 1.75.
The solid line indicates the proposed Lorentzian scaling function. The inset shows the variation of
Ax with ω at different Γ0 and T

This has been done by solving the mean field equations (7.2.113) of motion numer-
ically for the average magnetisation m = 〈Si〉 = mxx̂ +mzẑ.

It was found that the variation of the loop area Ax with frequency ω for different
parameters (Γ0 and T ) can be expressed in a scaling form (see Fig. 7.10)

Ax ∼ Γ α
0 T −βg

(
ω

Γ
γ

0 T δ

)
(7.2.115)

with a Lorentzian scaling function

g(x) ∼ x

1 + cx2
. (7.2.116)

The best fit values for the exponents α, β , γ and δ were found to be around
1.75 ± 0.05, 0.50 ± 0.02, 0 ± 0.02 and 0 ± 0.02 respectively. The mean field equa-
tion of motion was solved analytically in three different (linearised) limits: (i) High
temperature limit where α = 2, β = 1, γ = 0 and δ = 0; (ii) α = 2, β = 0 = γ = δ

in the low tunnelling field amplitude limit; and (iii) α = 1, β = 0 = γ = δ in the
(adiabatic) limit of very slowly varying transverse field; with the Lorentzian scal-
ing function (7.2.115). These limiting results (of effectively linear analysis) for the
exponent values give the useful bounds for the observed exponent values. (For a
detailed discussion of these limits, see Sect. 7.A.1.1.)

The dynamic phase transition from Q = 0 (for high Γ0 and T ) to Q �= 0 (beyond
critical values of Γ0 and T ) occurs across the Γ0–T line and the phase diagram
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Fig. 7.11 Phase diagram for
the dynamic phase transition:
below the critical (T ) line
indicated by the symbols,
Q acquires a nonzero value in
the ‘F ’ phase and Q = 0 in
the ‘P ’ phase. The points
(symbols) correspond to
Q = 0 for ω = 0.003. The
analytical estimate (7.2.117)
of the phase boundary has
been indicated by the solid
line

(in the Γ0–T plane) for this transition had been obtained (shown in Fig. 7.11). An
analytic estimate for the phase boundary line (see Sect. 7.A.1.2)

T = Γ̃0/ sinh(Γ̃0); Γ̃0 = (π/2)Γ0 (7.2.117)

was also obtained [4], which gave a fair agreement with the numerical results.

Case III Quantum hysteresis with microscopic equations of motion.

In this third (general) case [22] the transverse field is considered to be rotating
in the transverse plane. The equations of motion for the different components of
magnetisation is derived here in a system plus heat bath approach, which reduce to
the usual Glauber equations in the absence of the field. The system Hamiltonian for
this case is

Hs = −
∑

〈i,j〉
JijS

z
i S

z
j − Γ0 cos 2ωt

∑

i

Sx
i − Γ0 sin 2ωt

∑

i

S
y
i , (7.2.118)

where Γ0 is the strength of the transverse field rotating with frequency 2ω (note
the change in the frequency value, which is introduced for some later convenience).
The rotating field selected as above introduces an x–y symmetry in the Hamiltonian
in addition to making it quantum mechanical. In the mean field approximation, the
system Hamiltonian can be expressed as

Hs � −hzSz − Γ x(t)Sx − Γ y(t)Sy, (7.2.119)

where the site-independent mean field hz = ∑j Jij 〈Sz
j 〉,Γ x(t) = Γ0 cos 2ωt and

Γ y(t) = Γ0 sin 2ωt .
Here the system and the heat bath coupling is considered in such a way, that in

absence of any field the dynamic equations reduce to that given by Glauber kinetics.
The starting point here is therefore the total Hamiltonian

Htot = −hzSz − Γ0
(
Sx cos 2ωt + Sy sin 2ωt

)+HI +HB. (7.2.120)



210 7 Dynamics of Quantum Ising Systems

The system Hamiltonian (containing the oscillatory terms) can be diagonalised by
first a rotation ωt about the z-axis

Uz = exp
(−iωtSz

)
, (7.2.121)

followed by the transformation Ry , which reads

Ry = exp

[
−1

2
Sy tan−1

(
Γ0

hz +ω

)]
. (7.2.122)

The transformed system Hamiltonian is:

H̃s = −|h|Sz, (7.2.123)

where |h| =
√
(hz)2 + Γ 2

0 . As the transverse coupling is to be treated exactly, it is
evident that the Hilbert space of the subsystem has to be enlarged now in order to
incorporate both the terms proportional to hz and Γ0 within the Hamiltonian Hs .
It is expected then that the interaction HI with the heat bath ought to be such as
to induce relaxation in both these terms. The minimal form of HI to bring out the
requisite physics is

H̃I ∼ b̂
(
Sx + Sz

)
, (7.2.124)

where b̂ represents the operator form of the bath variables. In the new representation
of the rotated quantisation axis H̃I is entirely off-diagonal and therefore, responsible
for inducing Glauber kinetics. It is also easy to see that in the original laboratory
frame, the corresponding form of HI is then (employing the inverse rotations Uz

and Ry )

HI = gb̂

[(
hz +ω

h

)(
hzSx − Γ0S

z
)+ Sy

]
. (7.2.125)

Under the two rotations given by (7.2.121) and (7.2.122), H̃I contains time depen-
dent terms. However, within the Markovian limit of heat bath induced relaxation,
the ω = 0 limit of the coupling with the heat bath is the only important term, and in
this limit

H̃I = gb̂
(
Sx + Sy

)
, (7.2.126)

which matches with the earlier form (cf. (7.2.124)). Collecting all the above men-
tioned facts together, the full time-dependent problem reduces to a time-independent
one in the rotated frame, governed by the Hamiltonian

H̃tot = H̃s + H̃I +HB. (7.2.127)

The rate equations for the components of the magnetisation are now derived to
study the changes in the components of magnetisation in the formalism described
in Sect. 7.A.3. After lengthy algebra involving the properties of Pauli matrices, re-
grouping of terms and using a short time approximation for the bath correlations
characterised by λ the following rate equations for m are obtained [22] (with the
Planck’s constant � set equal to unity)
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dmx

dt
= mx

[
−λ− λ

Γ 2
0

|h|2 cos2(2ωt)

]
+my

[
2hz − λ

Γ 2
0

|h|2 cos(2ωt) sin(2ωt)

]

+mz

[
−λ

Γ0

|h|2
(
hz +ω

)
cos(2ωt)− 2Γ0 sin(2ωt)

]

+ 2λ
Γ0

|h| cos(2ωt) tanhβ|h|, (7.2.128)

dmy

dt
= mx

[
−λ

Γ 2
0

|h|2 cos(2ωt) sin(2ωt)− 2hz
]

+my

[
−λ

Γ 2
0

|h|2 sin2(2ωt)− λ

]

+mz

[
−λ

Γ0

|h|2
(
hz +ω

)
sin(2ωt)+ 2Γ0 cos(2ωt)

]

+ 2λ
Γ0

|h| sin(2ωt) tanhβ|h|, (7.2.129)

dmz

dt
= mx

[
−λ

Γ0

|h|2
(
hz +ω

)
cos(2ωt)+ 2Γ0 sin(2ωt)

]

+my

[
−λ

Γ0

|h|2
(
hz +ω

)
sin(2ωt)− 2Γ0 cos(2ωt)

]

+mz

[
−2λ+ λ

Γ 2
0

|h|2
]

+ 2λ
(hz +ω)

|h| tanhβ|h|. (7.2.130)

It may be noted that the relaxation rates come out to be different for mz and
mx(my). Although (7.2.128)–(7.2.130) reduce to (7.2.113) in the limit ω → 0, the
nonlinear equations (7.2.128)–(7.2.130) admit other unphysical solutions as well.
Solving these equations numerically, the hysteresis loop area A (= ∫

m · dΓ =∫
mx dΓ x + ∫ my dΓ y ) is obtained for the physical solution. In the low frequency

limit (ω → 0), the scaling of the area as functions of temperature T and transverse
field Γ0 can be fitted, in the high temperature limit, in the form

A ∼ Γ a
0 T −b (7.2.131)

with a � 2.03 + 0.03 and b � 0.12 + 0.02. It may be noted that the scaling form
(7.2.115) can be reduced to the above form in the ω → 0 limit with a = α − γ

and b = β + δ in the high temperature limit. In this limit, the analytic solution of
(7.2.113) gave the values of a = 2.0 and b = 1.0, compared to the above values
obtained here.

The data indicate that the area initially increases with ω, goes through a maxi-
mum and decreases to zero as ω approaches infinity, when the system can no longer
respond to the fast varying field. However, the scaled area Ã is skewed as a function
of ω (shown in Fig. 7.12) and is not a Lorentzian as seen in the previous study [4]
(using the equation of motion (7.2.113); see case II above).

7.2.3.1 Exact Results for a Transverse Ising Chain

In the preceding sections, we have studied hysteresis in classical and quantum Ising
systems. The case of quantum hysteresis was however studied using mean field
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Fig. 7.12 Scaled area versus
the frequency of the rotating
field is shown for six different
sets of values of temperature
and strength of transverse
field: Γ0 = 0.1 (×), Γ0 = 0.3
(∗), Γ0 = 0.5 (♦) (all for
T = 4.0) γ0 = 0.1 (◦),
Γ0 = 0.3 (�), Γ0 = 0.5 (�)
(all for T = 6.0)

approximation only. Recent studies have shown that this approximation is inade-
quate to study quantum hysteresis and exact solutions reveal spectacular aspects not
observed in classical models. Till now such studies have been made only for the case
of an Ising chain with nearest-neighbour ferromagnetic interaction (along the longi-
tudinal direction) subjected to a transverse field that oscillates with time [38, 92].

Classical dynamical hysteresis are characterised by the fact that they can be in-
ferred from comparison of two time-scales: one is the intrinsic relaxation time τ of
the system, which is independent of the driving field, and the other is the time period
T of the driving field. The system falls out of equilibrium when T � τ , i.e. when
the driving is too fast for the state of system to adjust with the time-dependent field.
Thus, the dynamics will always be a monotonic function of T . This robust picture
has been observed ubiquitously in many studies in classical thermal systems, and
is summarised in [63]. For example, in case of sinusoidally driven classical Ising
magnet in three-dimension, the ordered phase shrinks monotonically as T is in-
creased, and finally becomes a line coincidental with the temperature-axis ending at
the critical temperature.

But in a periodically driven quantum many-body system there can be another
kind of process which surprisingly violates this classical intuition of monotonic
competition between two kinds of time-scales and give rise to sharp non-monotonic
freezing behaviour as a function of the driving period T [38, 92]. It has been shown
for transverse Ising chain driven at zero temperature by a periodic field that there
can be surprising non-monotonic peak-valley structures in the profile of the order
parameter Q (infinite-time average of the transverse magnetisation) when plotted
against time period or amplitude of the external field (Fig. 7.13). The position of the
peaks can be derived analytically to be

Γ0T

π�
= m (7.2.132)

where Γ0 is the amplitude of the field and m = 1,2,3, . . . for square-wave field and
1
2z1,

1
2z2,

1
2z3, . . . for sinusoidal field. Here zi are the zero-s of Bessel function of the
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Fig. 7.13 Plot of order
parameter Q for Γ0 = 10, in
the case of sinusoidal field.
The position of the peaks
are zi (see (7.2.132)). The
points are obtained by solving
numerically the
time-dependent Schrödinger
equation and the line is from
an analytic expression derived
in [92]

first kind and zero-th order. When this condition is satisfied, one gets Q ≈ 1 and the
system remains nearly “frozen” to the initial state so that the dynamics is negligible.
Note that such freezing is independent of the initial state—whether ordered or not.
This excludes the possibility of some accidental symmetry suppressing certain tran-
sitions, resulting in the freezing. Another remarkable thing is that, this confinement
does not arise from any kind of energy barrier—unlike the classical cases, where a
freezing always has a long (macroscopic) but finite life-time after which transition
happens, but here the freezing sustains actually in the true t → ∞ limit. One must,
however, note that this effect is observable only when 1

T ,Γ0 � J , where J is the
order of the interaction strength between the spins.

7.2.4 Response due to a Pulsed Transverse Field in Absence
of a Longitudinal Field

In order to study another interesting dynamic response of quantum systems where
the perturbation is time dependent, the response of pulsed transverse field on an
Ising system has been studied. In the Hamiltonian (7.2.112) the time variation of
the transverse field is taken as

Γ (t) = Γ + δΓ, for t0 ≤ t ≤ t0 + δt

= Γ elsewhere. (7.2.133)

Accordingly, the mean field dynamic equation of motion (7.2.113) for magnetisation
m is solved numerically [3]. As mentioned before, such a (tunnelling term) pulse
can be applied to order-disorder ferroelectrics by applying a pressure pulse. Here,
the pulse has been applied at equilibrium.

First, the system was allowed to relax to its equilibrium state at any temperature
(T ) and then the pulse of small amplitude and short duration (δt) (compared to the
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Fig. 7.14 Temperature variation of the width ratio R for different Γ for pulsed variation in Γ .
(I) Γ = 0.5, δΓ = 0.025 and δt = 50 × dt and (II) Γ = 0.8, δΓ = 0.025 and δt = 50 × dt (dt is
the time interval chosen for the Runge-Kutta solution of (7.2.113))

Fig. 7.15 (a) Temperature variation of χp
z for different values of the pulse width δt of the trans-

verse field. (I) δt = 2 × dt , (II) δt = 10 × dt and (III) δt = 50 × dt . In all these cases Γ = 0.6 and
δΓ = 0.05 (dt is the same as in the previous figure). (b) Temperature variation of χp

x for different
Γ : (I) Γ = 0.5, (II) Γ = 0.8. The kinks indicate the transition points

relaxation time of the system) was applied. The response in transverse magnetisa-
tion was observed. Here, the transverse magnetisation mz shows a dip of width Δt

(starting at the time t0 when the pulse has been applied). The ratio R = Δt/δt has
been measured and the temperature variation of R was studied. The observation
(see Fig. 7.14) shows that R has a very sharp variation, almost diverging, at the
order-disorder transition temperature (Tc(Γ )).

The pulse susceptibility has been defined as χ
p
z ≡ mz

p/δΓ , where mz
p is the am-

plitude of the response magnetisation mz. This is found to increase (possibly di-
verge) at the same point. It may be noted that χp

z becomes the static susceptibility
as the pulse width becomes infinitely large (δt → ∞). The transverse susceptibility
defined as χ

p
x so shows significant change in the temperature variation at the same

transition point (see Fig. 7.15).
The variation of χp

z with temperature for different values of the pulse width δt

has also been noted to observe the effect of the pulse width. For small values of δt ,
the response is not prominent as the relaxation time is large compared to δt , for
higher values there is some response which vanishes as one approaches the transition
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point where relaxation time also increases. For very large values of δt , the response
is similar to that of static perturbations (static susceptibility has a sharp dip at Tc(Γ ))
(see Fig. 7.15).

These studies on the responses to pulses (of the tunnelling field) on Ising system
use the mean field equation of motion (7.2.113), where dynamics arise solely from
the contact with heat bath. However, at extremely low temperatures (and for very
high frequency measurements), the quantum dynamics should become very promi-
nent. For example, in case of a pulse in transverse field, the change in the energy
(δΓ ) of the system will introduce a “quantum relaxation” time Δt ∼ �/δΓ , as dic-
tated by the uncertainty relation. In such cases, this quantum time scale Δt ∼ �/δΓ ,
will compete with δt , the pulse width of the tunnelling field.

Appendix 7.A

7.A.1 Mean Field Equation of Motion

7.A.1.1 Some Analytic Solutions in the Linearised Limit

Linearisation of (7.2.113) can be carried out in three limits: namely, in the high
temperature (T −1 → 0), the low tunnelling field amplitude (Γ0 → 0) and in the
adiabatic (ω → 0) limits.

In the first two cases, the linearised equations of motion take the forms:

τ
dmx

dt
= −mx + Γ (t)

T
(7.A.1)

and

τ
dmz

dt
= −

(
1 − 1

T

)
mz, (7.A.2)

in the T −1 → 0 limit, and

τ
dmx

dt
= −mx + tanh

(
mz

T

)
Γ (t)

mz
(7.A.3)

and

τ
dmz

dt
= −mz + tanh

(
mz

T

)
, (7.A.4)

in the Γ0 → 0 limit. For T > 1, mz decays to zero in the first case (7.A.1). The long
time solution of the dynamical equation for mz in [2] can be obtained easily as the
attractive fixed point of the map describing the discretised form of the differential
equation: mz(t + τ) = tanh[mz(t)/T ]. This gives mz = tanh(mz/T ) �= 0 for T < 1
and mz = 0 for T > 1. Putting the solution for mz for T < 1 into the dynamical
equation for mx in (7.A.2), reduces it to the same form as (7.A.1) but with Γ (t)/T
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now replaced by Γ (t) in the second term. Defining now s ≡ ωt and λ = ωt , one can
express the general solution of mx(t) as

mx(t) = J cos(s)+K sin(s) (7.A.5)

with K = λJ = (Γ0/Γ )[λ/(1+λ2)] for T > 1 from (7.A.1) as well as from (7.A.2),
and Γ0/T replaced by Γ0 for T < 1 (from (7.A.2)). The loop area Ax = ∮ mxdΓ =
2KΓ0 can then be expressed in the form given in (7.2.116) (containing the full
Lorentzian scaling function g(λ)). The resulting exponents are α = 2, β = 1 and
γ = 0 = δ in the T −1 → 0 limit (from (7.A.1) and (7.A.2) for T > 1) and α = 2,
β = 0 = γ = δ in the Γ0 → 0 limit (from (7.A.2) for T < 1).

In the adiabatic (ω−1 � τ , or small λ) limit, one can write m = m0 + δm +
O(λ2), where m0 ∼ O(λ0) and δm ∼ O(λ1): m0 = [tanh(|h|/T )](h/|h|). Collect-
ing now the linear terms in λ, one gets

δmx = −λ
dmx

0

ds
(7.A.6)

and

δmz = δmz

T
tanh

(
Γ

T

)
. (7.A.7)

For T > 1, δmz = 0 (of course mz
0 = 0). Using this to obtain mx

0 for the right hand
side of the other equation, one gets δmx = −λ d

ds
tanh[Γ (s)/T ]. Hence the loop

area Ax = ∮ mxdΓ = ∮ (mx
0 + δmx)dΓ + O(λ2), where Γ = Γ0 cos(s), can be

expressed as

Ax ∼ ω
Γ 2

0

T
I

(
Γ0

T

)
+ O

(
ω2), where I (y) =

∫ 2π

0
sin2(s) sech2[y cos(s)

]
ds

(7.A.8)

where y = Γ0/T . As I (y) goes to π and 4/y in the small and large y limits respec-
tively, the loop area Ax can again be expressed in the form (7.2.116) with g(x) ∼ x

in the x → 0 limit, and with α = 2, β = 1, γ = 0 = δ in the Γ0 � T limit and with
α = 1, β = 0 = γ = δ in the Γ0 � T limit. Although these limiting values for the
exponents are not observed (because of the inaccuracy of the Linearisation approx-
imations in the range of the study), they provide useful bounds for the observed
values, and the Lorentzian scaling function appears quite naturally here.

7.A.1.2 Approximate Analytic Form of Dynamic Phase Boundary

Using the mean field equation for the z-component of magnetisation (7.2.113)

τ
dmz

dt
= −mz + tanh

( |h|
T

)
mz

|h| (7.A.9)

one can estimate approximately the dynamic phase boundary. For small mz, |h| ∼
Γ (s), where s = ωt . Defining, λ = ωτ , the above equation can be approximated as

λ
dmz

dt
= −mz + tanh

(
Γ (s)

T

)
mz

Γ (s)
=
[

1

Γ (s)
tanh

(
Γ (s)

T

)
− 1

]
mz (7.A.10)
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or

λ

2π

∮
dmz

mz
= 1

2π

∫ 2π

0

[
1

Γ (s)
tanh

(
Γ (s)

T

)
− 1

]
ds. (7.A.11)

The right hand side of the above equation gives the logarithm of the factor by which
mz grows over a cycle. So, the equation of the phase boundary can be written as

1

Γ0
F

(
Γ0

T

)
− 1 = 0, (7.A.12)

where

F(y) = 1

2π

∫ 2π

0

tanh(y cos(s))

cos(s)
ds; y = Γ0T . (7.A.13)

For large y, y cos(s) ∼ y(s − π/2), and since the integrand in F(y) contributes
significantly near s = π/2, we expand the tanh term as tanhx = x/(1 + x2)1/2, and
get

F(y) = 1

2π

∫ 2πy

0

tanh(z)

z
dz = 1

π

∫ πy

0

dz

(1 + z2)1/2

= 2

π
sinh−1(z)

∣∣∣∣
πy/2

−πy/2
. (7.A.14)

So the approximate analytic form of phase boundary is

T = πΓ0/2

sinh(πΓ0/2)
. (7.A.15)

7.A.2 Landau-Zener Problem and Parabolic Cylinder Functions

Let us consider a time-dependent Hamiltonian of a two-level system,

HLZ(t) = −αtσ 3 + σ 1 =
(−αt 1

1 αt

)
, (7.A.16)

where σ 1 and σ 3 are Pauli matrices:

σ 1 =
(

0 1
1 0

)
, σ 3 =

(
1 0
0 −1

)
. (7.A.17)

Assume that the time t moves from t = −∞ to ∞. We express the basis vectors
of the system as |0〉 = (1 0)T and |1〉 = (0 1)T. The eigenstates of this system are
|0〉 and |1〉 when t = ±∞, while those at any finite times are superpositions of |0〉
and |1〉. We assume that the initial state of the system is |Ψ (−∞)〉 = |1〉. The time
evolution is determined by the Schrödinger equation:

i
d

dt

∣∣Ψ (t)
〉= HLZ(t)

∣∣Ψ (t)
〉
. (7.A.18)
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We expand |Ψ (t)〉 as
∣∣Ψ (t)

〉= ψ0(t)|0〉 +ψ1(t)|1〉. (7.A.19)

The Schrödinger equation yields

i
d

dt
ψ0(t) = −αtψ0(t)+ψ1(t), (7.A.20)

i
d

dt
ψ1(t) = ψ0(t)+ αtψ1(t). (7.A.21)

Our problem is to solve this set of equations under the initial condition, ψ0(−∞) =
0 and |ψ1(−∞)| = 1, up to an unessential phase factor. This problem is called the
Landau-Zener problem and the solution is given by the parabolic cylinder functions
[91, 242, 243, 388, 413, 443].

Eliminating ψ1 in (7.A.21) by using (7.A.20), one obtains an equation of ψ0(t)

as

d2

dt2
ψ0(t)+ (1 − iα + α2t2)ψ0(t) = 0. (7.A.22)

Define a new variable z by

t = eiπ/4

(2α)1/2
z. (7.A.23)

Then Eq. (7.A.22) is arranged as

d2

dz2
ψ0

(
eiπ/4

(2α)1/2
z

)
+
(

i

2α
+ 1

2
− z2

4

)
ψ0

(
eiπ/4

√
2α

z

)
= 0. (7.A.24)

Writing U(z) = ψ0(e
iπ/4z/(2α)1/2), one obtains

d2

dz2
U(z)+

(
p + 1

2
− z2

4

)
U(z) = 0, p = i/2α. (7.A.25)

The solutions of (7.A.25) are parabolic cylinder functions denoted by Dp(z). If
Dp(z) is a solution, Dp(−z), D−p−1(iz), and D−p−1(−iz) are also solutions of the
same equation. These four functions are linearly dependent. For instance, Dp(−z)

and D−p−1(−iz) are expressed by Dp(z) and D−p−1(iz) as

Dp(−z) = eipπDp(z)+
√

2π

Γ (−p)
ei(p+1)π/2D−p−1(iz), (7.A.26)

D−p−1(−iz) =
√

2π

Γ (p + 1)
eipπ/2Dp(z)+ ei(p+1)πD−p−1(iz). (7.A.27)

Dp(z) has following asymptotic expansions for |z| � 1 and |z| � |p|:

Dp(z) ≈ e−z2/4zp
(
1 +O

(
z−2))

[
for | arg z| < 3

4
π

]
, (7.A.28)
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Dp(z) ≈ e−z2/4zp
(
1 +O

(
z−2))−

√
2π

Γ (−p)
eipπez

2/4z−p−1(1 +O
(
z−2))

[
for

1

4
π < arg z <

5

4
π

]
, (7.A.29)

Dp(z) ≈ e−z2/4zp
(
1 +O

(
z−2))−

√
2π

Γ (−p)
e−ipπe−z2/4z−p−1(1 +O

(
z−2))

[
for −5

4
π < arg z < −1

4
π

]
. (7.A.30)

Dp(z) satisfies following recursion relations:

Dp+1(z)− zDp(z)+ pDp−1(z) = 0, (7.A.31)
d

dz
Dp(z)+ 1

2
zDp(z)− pDp−1(z) = 0, (7.A.32)

d

dz
Dp(z)− 1

2
zDp(z)+Dp+1(z) = 0. (7.A.33)

Now, the initial condition for U(z) is written as U(z → e±i3π/4 × ∞) → 0,
where upper and lower signs correspond to α > 0 and α < 0 respectively. To find the
solution which meets this condition, one needs to look into the asymptotic values
Dp(z), Dp(−z), D−p−1(iz), and D−p−1(−iz). Equations (7.A.28)–(7.A.30) are
followed by

∣∣Dp(z)
∣∣→ e∓3π/8α �= 0

(
z → e±i3π/4 × ∞), (7.A.34)

∣∣Dp(−z)
∣∣→ e±π/8α �= 0

(−z → e∓iπ/4 × ∞), (7.A.35)

∣∣D−p−1(iz)
∣∣→

{
|

√
2π

Γ (i/2α+1) e
−π/8α| �= 0 (iz → e−i3π/4 × ∞, α > 0)

0 (iz → e−iπ/4 × ∞, α < 0)
,

(7.A.36)

∣∣D−p−1(−iz)
∣∣→

{
0 (−iz → eiπ/4 × ∞, α > 0)

|
√

2π
Γ (i/2α+1) e

π/8α| �= 0 (−iz → ei3π/4 × ∞, α < 0)

(7.A.37)

where note that p = i/2α is a pure-imaginary number. With this observation, one
finds that D−p−1(−iz) and D−p−1(iz) are appropriate solutions for α > 0 and
α < 0 respectively. Therefore

ψ0(t) = AD−p−1(∓iz) = AD−p−1
(∓ie−iπ/4(2α)1/2t

)
, (7.A.38)

and

ψ1(t) = iψ̇0(t)+ αtψ0(t)

= ±A(2α)1/2e−iπ/4
{

d

d(∓iz)
D−p−1(∓iz)− 1

2
(∓iz)D−p−1(∓iz)

}

= ±A(2α)1/2ei3π/4D−p(∓iz), (7.A.39)
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where a recursion relation, (7.A.33), is used in the last equality. The factor A is
determined by the initial condition: |ψ1(−∞)| = 1. An asymptotic expansion of
D−p(∓iz) for z → e±i3π/4 × ∞ yields

D−p(−iz) ≈ ez
2/4(∓iz)−p +O

(
z−1), (7.A.40)

which is followed by
∣∣D−p

(−iz → −iei3π/4 × ∞)∣∣= ∣∣e∓ipπ/4
∣∣= e±π/8α = eπ/8|α|. (7.A.41)

Therefore A is fixed as A = e−π/8|α|/(2α)1/2 and the solution is obtained as

ψ0(t) = e−π/8α

√
2α

D−i/2α−1
(
e−i3π/4

√
2α t

)
(7.A.42)

ψ1(t) = e−π/8αei3π/4D−i/2α
(
e−i3π/4

√
2α t

)
(7.A.43)

for α > 0, and

ψ0(t) = e−π/8|α|

i
√

2|α| Di/2|α|−1
(
ei3π/4

√
2|α| t) (7.A.44)

ψ1(t) = e−π/8αei3π/4Di/2|α|
(
ei3π/4

√
2|α| t) (7.A.45)

for α < 0.
Finally we investigate the limit of z → e∓iπ/4 × ∞ corresponding to t → ∞.

From asymptotic expansions (7.A.29) and (7.A.30), one has
∣∣D−p−1

(−iz → e∓i3π/4 × ∞)∣∣2

=
∣∣∣∣

√
2π

Γ (p + 1)
e±ipπe∓ip3π/4

∣∣∣∣
2

=
∣∣∣∣

√
2π

Γ (p + 1)
e±ipπ/4

∣∣∣∣
2

= 2α
(
eπ/2α − e−π/2α)e∓π/4α, (7.A.46)

∣∣D−p

(−iz → e±ip3π/4 × ∞)∣∣2 = ∣∣e±ip3π/4
∣∣2 = e∓3π/4α, (7.A.47)

where we have used an identity regarding the Gamma function: |Γ (1 + iy)|2 =
2πy/(eπy − e−πy). Thus the Landau-Zener formula on the non-adiabatic transition
probability is obtained as

∣∣ψ1(t → ∞)
∣∣2 = e−π/|α|. (7.A.48)

7.A.3 Microscopic Equation of Motion for Oscillatory Transverse
Field

We start from the Liouville equation of motion (with Planck’s constant � = 1)

dρ

dt
= −i

[
Htot, ρ(t)

]
(7.A.49)
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where Htot is the total Hamiltonian defined in (7.2.120). In the interaction picture
the evolution is governed by

i
dρI (t)

dt
= [VI ,ρI (t)

]= V×
I (t)ρI (0) (7.A.50)

where

ρI (t) = exp
[
i(Hs +HB)t

]
ρ(t) exp

[−i(Hs +HB)t
]

(7.A.51)

and

VI (t) = exp
[
i(Hs +HB)

]
HI exp

[−(Hs +HB)
]
. (7.A.52)

V ×
I (t) is the Liouville operator associated with VI (t). The solution of (7.A.50) can

be formally written as

ρI (t) = expT

[
−i

∫ t

0
V ×
I

(
t ′
)
dt ′
]
ρI (0), (7.A.53)

with expT denoting a time-ordered series with the operators for the latest time at the
left. Note that at t = 0, ρI (0) = ρ(0). Combining (7.A.51) and (7.A.53), we have

ρ(t) = exp
[−i(Hs +HB)t

]
expT

[
−i

∫ t

0
V ×
I

(
t ′
)
dt ′
]
ρ(0) exp

[
i(Hs +HB)t

]
.

(7.A.54)

The rate equations for magnetisation mμ (μ = x, y, z) are obtained from

dmμ

dt
= Tr

[
dρ(t)

dt
Sμ

]
(7.A.55)

where

mμ = Tr
(
ρ(t)Sμ

)
(7.A.56)

and ρ(t) is given in (7.A.54). However, it is easier to work in terms of a reduced
density matrix for the spin system alone:

ρs(t) = Trb ρ(t) (7.A.57)

where Trb denotes a trace operation over the degrees of freedom of the heat bath.
Thus, from (7.A.54)

ρs(t) = −iHs tTrT

[
−i

∫ t

0
dt ′ V×

I

(
t ′
)]

ρ(0)eiHs t

� e−iHs t expT

[
−i

∫ t

0
dt ′
〈
V ×
I

(
t ′
)〉−i

∫ t

0
dt ′
∫ t ′

0
dt ′′
〈
V×
I

(
t ′
)
V ×
I

(
t ′′
)〉
T

]

× ρ(0)eiHs t . (7.A.58)

The angular brackets 〈· · ·〉 refer to an averaging over the bath degrees of freedom. It
has been assumed that the density matrix can be factorised as

ρ(0) � ρb ⊗ ρs, (7.A.59)



222 7 Dynamics of Quantum Ising Systems

and the cumulant expansion theorem has been used. The physical ground for writing
(7.A.59) is that at t = 0, the spin-system is assumed to be decoupled from the heat
bath; it is at that instant that the perturbation HI which couples the spin system
to the bath is switched on. The subsequent time evolution of ρs(0) is what we are
interested in. Assuming invariance under time translation, we can write

ρs(t) = e−iHs t expT

(
−
∫ t

0
(t − τ)

〈
V ×
I (τ )V ×

I (τ )
〉
dτ

)
ρ(0)eiHs t . (7.A.60)

There has been an additional assumption in writing the above equation, viz.,
〈
V ×
I

(
t ′
)〉= 〈V×

I (0)
〉= 0. (7.A.61)

This can always be ensured by an appropriate choice of the coupling term HI . This
assumption is necessitated by the physical requirement of the model that at a large
enough time, the system should equilibrate to a situation governed by the Hamilto-
nian Hs alone. Using a short-time approximation for the bath correlation functions
of the kind 〈b̂(τ )b̂(0)〉, viz., that correlation functions die out after a time short
compared to any other “times” of physical interest in Hs , the upper limit in the inte-
grals in (7.A.60) can be extended to ∞. This enables us to further write the master
equation as

dρs(t)

dt
= −i

[
Hs,ρs(t)

]− e−iHs t

[∫ ∞

0
dτ
〈
V ×
I (τ )V ×

I (0)
〉]

eiHs tρs(t). (7.A.62)

While using the above equation in the rotated frame, one must replace V by Ṽ , Hs

by H̃s , ρ(t) and ρ̃(t) by etc. where, for example,

ρ̃(t) = R−1
y U−1

z ρ(t)UzRy. (7.A.63)

The rate equations for the components of magnetisation are obtained using the above
formalism where we have

ṼI (τ ) = ei(H̃s+HB)τ H̃I e−i(H̃s+HB)τ

= 1

2
gb̂(τ )

[
S+e−2ihτ + S−1e2ihτ ]

+ 1

2
gb̂(τ )

[
S+e−2ihτ − S−e2ihτ ]. (7.A.64)

We then use mμ = Trs[ρ(t)Sμ] = Trs[UzRy(t)ρ̃(t)R
−1
y U−1

z Sμ] and (7.A.62) to get
the rate equations (7.2.128)–(7.2.130) (see [22] for further details). The bath corre-
lations which will appear in the calculations are not calculated but parametrised in
terms of a phenomenological relaxation rate by making use of Kubo relations. In
order to parametrise the bath correlations, we use the following Kubo relation

∫ ∞

−∞
dτ eihτ

〈
b̂(τ )b̂(0)

〉= eβh
∫ ∞

−∞
dτ e−ihτ

〈
b̂(τ )b̂(0)

〉
(7.A.65)

so that we can write

g2
∫ ∞

−∞
dτ e±ihτ

〈
b̂(τ )b̂(0)

〉= λ
e±βh/2

eβh/2 + e−βh/2
, (7.A.66)
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where

λ ≡ g2
∫ ∞

−∞
dτ
(
e+ihτ + e−ihτ

)〈
b̂(τ )b̂(0)

〉

= g2
∫ ∞

−∞
dτ eihτ

[〈
b̂(τ )b̂(0)

〉+ 〈b̂(0)b̂(τ )〉] (7.A.67)

is the phenomenological relaxation rate.



Chapter 8
Quantum Annealing

8.1 Introduction

Let us consider the energy minimisation of a random Ising model like an Ising spin
glass. We suppose that its energy landscape has a complex multimodal structure as
shown in Fig. 8.1(a). In such a system we sometimes encounter a difficulty of find-
ing out the ground state. The easiest way to conquer it is to examine the energy of
all the states. However such a brute force method is useless if the number of spins
N exceeds 102, because of the exponential increase in the number of states. Com-
binatorial optimisation like the present problem is an important issue in computer
science. A close relation between basic optimisation problems and spin glasses has
already been discovered [275] and fruitful collaborations have been done in the
interdisciplinary field between computer science, information theory, and statisti-
cal physics [254, 273, 297]. An important optimisation method, which originates
from statistical physics, is simulated annealing [60, 228]. One utilises the thermal
fluctuation in simulated annealing. The thermal fluctuation helps the state of a sys-
tem hop from one energy minimum to another, overcoming an energy barrier. It is
not difficult to simulate the canonical ensemble by means of the Monte Carlo or
the molecular dynamics method as far as the temperature is sufficiently high. One
may expect that the ground state could be obtained by decreasing the temperature
slowly. In fact, simulated annealing has been proved mathematically to yield the
ground state with the probability one if the temperature is decreased according to an
appropriate schedule [155].

A potential power of quantum mechanics in computation was pointed out by
Feynman [134]. After the discovery of an efficient algorithm using quantum me-
chanics for factorisation by Shor [370], quantum computation has attracted a lot of
interests in computer science as well as physics and has become an absorbing topic
in today’s science [295]. In combinatorial optimisation problems, quantum mechan-
ics may offers a different route to the target from classical optimisation algorithms,
in particular, simulated annealing. Intuitively, the quantum tunnelling effect helps
the system hop from a state to another. Let us think of an energy barrier with height h
and width w. While the classical escape rate over the barrier is given by exp(−h/T ),

S. Suzuki et al., Quantum Ising Phases and Transitions in Transverse Ising Models,
Lecture Notes in Physics 862, DOI 10.1007/978-3-642-33039-1_8,
© Springer-Verlag Berlin Heidelberg 2013
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Fig. 8.1 (a) A complex
multimodal energy landscape
of a random Ising model.
(b) A tall but thin energy
barrier. A quantum fluctuation
might be more useful than a
thermal fluctuation in order to
overcome this barrier

quantum tunneling probability is approximately given by exp(−√
hw/Γ ), where T

and Γ are the temperature and the magnitude of quantum fluctuations respectively.
This ensures the clear advantage of quantum tunneling when w � √

h (Fig. 8.1(b))
[95, 323, 372]. We note that such a thorn-shaped structure in the energy landscape
may underlie a spin glass. It has been established that the Sherrington-Kirkpatrick
model gives rise to the replica symmetry breaking in the spin-glass phase. The possi-
bility of the recovery of the replica symmetry in the presence of the transverse field
has been discussed [49, 159, 224, 240, 323, 401], notwithstanding the absence of
conclusive results. If this happens, quantum fluctuation should heal the pathological
energy landscape and help us attain the energy minimisation.

The method of quantum annealing is analogous to that of simulated annealing
[11, 17, 69, 93, 94, 130, 135, 211, 341]. A quantum fluctuation can be introduced
to an Ising model simply by the transverse field [130, 211]. The transverse field
is made strong at first, and the system is initialised at the ground state. Then, the
transverse field is weakened with time slowly. When the transverse field vanishes,
one extracts the ground state of a random Ising model. Note that the time evolution
of the system is governed by the Schrödinger equation of motion. In spite of the
similarity with simulated annealing, the different nature of the quantum fluctuation
from the thermal fluctuation and the different rule of dynamics make us expect that
quantum annealing outperforms simulated annealing.

In the present chapter, we present several properties of quantum annealing. First
we mention basic properties of combinatorial optimisation problems in next section.
We then introduce quantum annealing in Sect. 8.3. The essence of quantum anneal-
ing is an adiabatic time evolution with a time-dependent Hamiltonian. We review
the non-crossing rule of energy levels and the quantum adiabatic theorem which
are basic theories of an adiabatic time evolution. We then give an explanation on
the mechanism of quantum annealing in this section. In Sect. 8.4, we give a brief
review on experiments and numerical tests of quantum annealing. Quantum anneal-
ing is one of the algorithms which are implemented in a quantum computer. Several
attempts to realise a quantum computation by quantum annealing have been made.
On the other hand, classical computers have also significant roles for quantum an-
nealing. They serve as not only a simulator of a quantum computer but also a solver
of optimisation problems by an application of quantum annealing. Section 8.5 is
devoted to the study on the scaling of energy gaps. As we show in Sect. 8.3, the
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Fig. 8.2 A map for a travelling salesman. A salesman needs to depart from the city 1, visit all the
cities once and return with the shortest time. A length is given to each path between cities. What
paths should he choose? The answer is depicted by thick lines in the picture

success of quantum annealing is governed by the magnitude of the minimum en-
ergy gap between the instantaneous ground state and the first excited state of the
time-dependent Hamiltonian. The exponential scaling of the minimum energy gap
with respect to the size (the number of spins) N implies the exponential scaling of
the time to solve the problem. We discuss this issue using some specific models.
Following the energy gap, we focus our attention to the scaling of errors with re-
spect to the runtime in Sect. 8.6. Quantum annealing inevitably yields errors, as far
as it is performed with a finite runtime. The scaling of errors with runtime is one
of the measure for the validity of the algorithm. We investigate the scaling of errors
for a specific model, and contrast quantum annealing with simulated annealing in
this section. Finally, we mention convergence theorems in Sect. 8.7. A mathematical
basis of quantum annealing is given here. The present chapter concludes in Sect. 8.8.

8.2 Combinatorial Optimisation Problems

Let us start from the travelling salesman problem.

Suppose that there are five cities named as 1, 2, 3, 4, and 5. Depicted in
Fig. 8.2, the city 1 connects with cities 2, 3, and 5, and the path lengths are
given as 9, 3, and 5 respectively. Similarly, other cities connects with others
and path lengths are given as shown in Fig. 8.2. What is the shortest path for
a salesman to visit all cities once and return to the original place?

One can formulate the travelling salesman problem in terms of an Ising model as
follows [179]. We refer to a path between cities i and j by a link 〈ij 〉. In the example
of Fig. 8.2, there are 16 links as follows.

〈12〉, 〈13〉, 〈15〉, 〈21〉, 〈23〉, 〈24〉, 〈31〉, 〈32〉,
〈34〉, 〈35〉, 〈42〉, 〈43〉, 〈45〉, 〈51〉, 〈53〉, 〈54〉.

We write the path length of the link 〈ij 〉 as d〈ij〉. In Fig. 8.2, for example, d〈12〉 =
d〈21〉 = 9, d〈13〉 = d〈31〉 = 3, and so on. We assign the Ising spin S〈ij〉 to the link
〈ij 〉 and suppose that S〈ij〉 = +1 (S〈ij〉 = −1) indicates that the path 〈ij 〉 is (not)
passed. Since all the cities must be visited once, one has to be exposed by con-
straints:

∑
j (S〈ji〉 + 1)/2 = 1 and

∑
j (S〈ij〉 + 1)/2 = 1 for all i. The former means
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Fig. 8.3 Conceptual picture
showing the relation between
the classes P, NP, NP-hard,
and NP-complete. Note that
P �= NP is the conjecture

that a salesman goes to city i from another city, while the latter means that he goes
out from the city i to another. The travelling salesman problem reduces to finding a
spin configuration which minimises the Hamiltonian [179]

HTSP =
∑

all links

d〈ij〉
S〈ij〉 + 1

2
, (8.2.1)

under the constraints
∑

j

S〈ji〉 + 1

2
= 1 and

∑

j

S〈ij〉 + 1

2
= 1. (8.2.2)

The problem with five cities as depicted in Fig. 8.2 is easy to solve. However if
thousands of cities are involved, it is hard to obtain an exact solution.

According to the computational complexity theory, combinatorial optimisation
problems are classified into several classes [153]. First we consider a decision prob-
lem. A decision problem is a problem which asks one whether a given statement
is true or not. The class P consists of the decision problems which can be solved
in a polynomial time by a Turing machine (which is a usual computer). The class
NP consists of the decision problems which can be solved using a non-deterministic
Turing machine1 in a polynomial time. The class NP includes easy problems and
hard ones. Here easy problems mean P problems, while hard problems are those
for which no polynomial algorithm using a Turing machine is known. It is clear
that the class P is included in the class NP. However, whether the classes P and NP
are the same or not is an open problem, though many of us actually believe in the
conjecture P �= NP. This problem is known as the Millennium Prize Problem of the
Clay Mathematics Institute [79]. In addition to P and NP, there are important classes
named as NP-hard and NP-complete. Let us consider a problem p. Suppose that p
has a property that any problem in the class NP can be mapped to p by a poly-
nomial time of operation. The class NP-hard consists of the problems which have
this property. It includes non-decision problems as well as decision problems. The
travelling salesman problem mentioned above belongs to the non-decision NP-hard
class. The class NP-complete is the subclass of the classes NP and NP-hard. If an
NP-complete problem is proved to be a P problem, it is proved that P = NP. On the
other hand, if an NP-complete problem is proved not to be a P problem, it is proved
that P �= NP. Therefore an NP-complete problem has a significant role to discuss
the P �= NP conjecture. Figure 8.3 shows a conceptual picture regarding important
classes of optimisation problems.

1A computer which enables one to carry out a non-deterministic computation. See Ref. [153] for
details.
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Fig. 8.4 Schematic picture showing an adiabatic time evolution. The state starting from the ground
state of HTF keeps track of the instantaneous ground level and goes to the ground state of H0

8.3 Optimisation by a Quantum Adiabatic Evolution

We suppose that a Hamiltonian H0({Si}) with N Ising spins (S1, S2, . . . , SN) repre-
sents a combinatorial optimisation problem. Our problem is to find the ground state
of H0({Si}). To this end, we first replace Ising spins {Si} to z-components of the
Pauli spin {Sz

i }. We next introduce a quantum fluctuation by the transverse field:
HTF({Sx

i }) = −∑i S
x
i . Then we make a time-dependent Hamiltonian as

f (t)H0
({
Sz
i

})+ g(t)HTF
({
Sx
i

})
, (8.3.1)

where f (t) and g(t) are time-dependent factors which control weights of H0 and
HTF. We impose f (0)/g(0) � 1 at t = 0 and f (τ)/g(τ) � 0 at t = τ , where τ

stands for the final time or the runtime. A simple choice for f (t) and g(t) introduced
by Farhi et al. [130] is f (t) = 1 − t/τ and g(t) = t/τ , namely

H(t) =
(

1 − t

τ

)
H0 + t

τ
HTF. (8.3.2)

Employing (8.3.2), H(t) interpolates HTF and H0 linearly in time. The state vector
|Ψ (t)〉 obeys the Schrödinger equation,

i
d

dt

∣∣Ψ (t)
〉= H(t)

∣∣Ψ (t)
〉
. (8.3.3)

As an initial condition, we prepare the ground state of HTF for |Ψ (0)〉. Note that it
is easy to make this state, since all the spins are simply aligned along Sx axis.

The spin state starting from the ground state of HTF evolves adiabatically to the
ground state of H0, if a finite energy gap lies between the ground state and excited
state and the changing speed of H(t) is infinitely slow. Figure 8.4 illustrates an
adiabatic time evolution from the ground state of HTF to that of H0.

The success of the optimisation by an adiabatic time evolution depends on the
presence of a finite energy gap and how the time-dependent Hamiltonian changes
with time. In order to discuss this issue, let us look into the two important properties
of the quantum mechanics.

8.3.1 Non-crossing Rule

Let us consider a Hamiltonian H defined on a finite-dimensional Hilbert space. We
assume that no observable commutes with the Hamiltonian. We suppose that the
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Hamiltonian contains independent real parameters p1, p2, . . . . The non-crossing
rule by von Neumann and Wigner [416] states that, if the eigenvalues of H are ini-
tially different from each other, one must adjust three parameters to have a doubly
degenerated eigenvalue. This prohibits crossing of the energy eigenlevels by chang-
ing only one parameter. This non-crossing rule results from the following theorem.

Theorem 8.1 Let H be an Hermite matrix of dimension d . If H has f different
eigenvalues and each of them has mi (i = 1,2, . . . , f ) multiplicity, then the number
of the free real parameters to fix H is given by

d2 + f −
f∑

i=1

m2
i . (8.3.4)

Proof We count the number of free real parameters to fix an Hermite matrix H .
Because of the Hermiticity, one can write H as

H = UDU†, (8.3.5)

where U is a unitary matrix and D is a real diagonal matrix. We remark here that
the unitary matrix which satisfies (8.3.5) is not unique. Indeed, supposing V to be
a unitary matrix such that [D,V ] = DV − VD = 0, one has H = UVDV †U†.
Now let nH , nU , and nD be the number of free real parameters to fix H , U , and D

respectively, and nV be that to fix a unitary matrix V which commutes with D. One
has nH + nV = nU + nD , namely,

nH = nU + nD − nV . (8.3.6)

Obviously D has d free parameters, so that

nD = d. (8.3.7)

A unitary matrix is generally composed of 2d2 real numbers. However, due to the
unitarity, they are conditioned by 2 × 1

2d(d − 1) + d = d2 relations among them-
selves. (2 × 1

2d(d − 1) relations from Re{[U†U ]ij } = Im{[U†U ]ij } = 0 with i > j ,
and d relations from [U†U ]ii = 1. Note that [U†U ]ii has no imaginary part.) There-
fore a unitary matrix has d2 free real parameters:

nU = d2. (8.3.8)

The number nV depends on the matrix D. The commutability of D and V yields
DiVij = DjVij , where Di represents a diagonal elements of D. From this, one can
see that Vij = 0 (i �= j ) when all diagonal elements of D are different from each
other. Therefore V is a diagonal matrix in such a case. In addition, if V is unitary, it
is shown that the number of free real parameters in V is nV = d . When two elements
of D are identical to have

D =

⎡

⎢⎢⎢⎢⎢⎣

D1

D1 0
D3

0 . . .

Dd

⎤

⎥⎥⎥⎥⎥⎦
,
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one can easily see that V must be

V =

⎡

⎢⎢⎢⎢⎢⎣

V11 V12
V21 V22

0

0
V33 0

. . .

0 Vdd

⎤

⎥⎥⎥⎥⎥⎦
.

Therefore, if V is unitary, one finds that nV = 22 + d − 2 = d + 2. In general, when
the elements of D are divided into f values, D1, D2, . . . , Df , and each of them has
the multiplicity mi , the number of free real parameters nV is given by

nV = m2
1 +m2

2 + · · · +m2
f . (8.3.9)

Equations (8.3.6), (8.3.7), (8.3.8), and (8.3.9) prove the theorem. �

We remark that, in the case of a real symmetric matrix, (8.3.4) is replaced by

1

2
d(d − 1)+ f −

f∑

i=1

1

2
mi(mi − 1). (8.3.10)

This is understood by replacing the unitary matrix by the orthogonal matrix in the
above proof and noting that there are 1

2d(d − 1) free parameters in the orthogonal
matrix with dimension d .

Now we consider the consequence of Theorem 8.1. At first we suppose that all
energy eigenvalues of a Hamiltonian H on the Hilbert space of dimension d are
different from each other. Then, making f = d and mi = 1 (i = 1, . . . , d), one has
d2 free real parameters to fix H , according to Theorem 8.1. Next, when a doubly
degenerated eigenvalue is present, (8.3.4) with f = d − 1, m1 = 2, and mi = 1
(i = 2, . . . , d−1) leads to d2 −3 free real parameters. Therefore one needs to adjust
three parameters to make a Hamiltonian with a doubly degenerated eigenenergy
from a Hamiltonian without degenerated eigenenergies. Hence it is concluded that
the level crossing of any two eigenlevels does not take place by the continuous
change of one parameter.

The simplest example is a two-dimensional Hermite matrix. In general, a two-
dimensional Hermite matrix H is written using four real parameters a, b, g, and h

as

H =
[

a g + ih

g − ih b

]
.

The eigenvalues of this matrix are given by

1

2

{
a + b +

√
(a − b)2 + |g + ih|2

}
,

1

2

{
a + b −

√
(a − b)2 + |g + ih|2

}
,

and the difference between them is
√
(a − b)2 + |g + ih|2.
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It is clear that three of four parameters are adjusted to be a = b and g = h = 0, so
that two eigenvalues collapse into a single value. Also one can see that, in general,
a change of one parameter does not lead to a degenerated eigenvalue. Note that,
although a degenerated eigenvalue is obtained by an adjustment of one parameter
in the case with g = h = 0, such a case is excluded from the application of the
non-crossing rule since a conserving observable (which is the Pauli matrix σ 3 for
instance) is involved in H .

Now we return to quantum annealing. We consider the time-dependent Hamilto-
nian (8.3.2) for simplicity. This Hamiltonian contains the parameter s = t/τ . When
s = 1, the Hamiltonian H(τ) = H0 could have degenerated energy levels. How-
ever, when s is infinitesimally smaller than 1, the perturbation by a transverse field
lifts the degeneracy in H0, so that all the eigenenergies are separated from each
other. According to the non-crossing rule, these eigenlevels never cross with mov-
ing s except for special points at which the Hamiltonian shares the eigenstates with
other observables. Such special points are located only at s = 0 and 1 usually in our
Hamiltonian (8.3.2). Therefore, as far as no commutable observable is present, all
the eigenenergies are separated by finite energy gaps for 0 < s < 1.

8.3.2 Quantum Adiabatic Theorem

We consider a time-dependent Hamiltonian. A system, which is initially in an eigen-
state of a Hamiltonian, stays in an instantaneous eigenstate if the change in a Hamil-
tonian is sufficiently slow. This property is described by the quantum adiabatic the-
orem [43, 215, 271].

Hereafter we assume that the Hamiltonian H̄ (s) depends on s = t/τ . Note that
τ controls the changing speed of H̄ (s). The larger τ is, the slower H̄ (s) changes
with t . Let ε̄n(s) and |φ̄n(s)〉 (n = 0,1,2, . . .) be an eigenvalue and eigenstate of
H̄ (s) respectively:

H̄ (s)
∣∣φ̄n(s)

〉= ε̄n(s)
∣∣φ̄n(s)

〉
. (8.3.11)

We impose without loss of generality

〈
φ̄n(s)

∣∣ d
ds

∣∣φ̄n(s)
〉= 0 (n = 0,1,2, . . .). (8.3.12)

Note that one can make |φ̄n(s)〉 satisfy (8.3.12) as follows. Consider an eigen-
state |φ̄n(s)〉〉 with 〈〈φ̄n(s)| d

ds
|φ̄n(s)〉〉 �= 0. We remark that 〈〈φ̄n(s)| d

ds
|φ̄n(s)〉〉 is pure

imaginary since 〈〈φ̄n(s)| d
ds

|φ̄n(s)〉〉 + c.c. = d
ds

〈〈φ̄n(s)|φ̄n(s)〉〉 = 0. Define |φ̄n(s)〉
by |φ̄n(s)〉〉 multiplied by the phase factor exp(− ∫ s

0 〈〈φ̄n(s
′)| d

ds′ |φ̄n(s
′)〉〉ds′). Then

one can easily show that (8.3.12) is satisfied.
Now let |Ψτ (s)〉 be the state vector. The Schrödinger equation is written as

i
d

ds

∣∣Ψτ (s)
〉= τH̄ (s)

∣∣Ψτ (s)
〉
. (8.3.13)
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We assume the initial condition:
∣∣Ψτ (0)

〉= ∣∣φ̄l(0)
〉
. (8.3.14)

In addition, we introduce three assumptions as follows.
(i) Let

Δ̄mn(s) = ε̄m(s)− ε̄n(s). (8.3.15)

There exists a positive value Δ0 > 0 and |Δ̄mn(s)| with m �= n is bounded from
below by Δ0:

∣∣Δ̄mn(s)
∣∣≥ Δ0 > 0. (8.3.16)

Note that the condition (8.3.16) is consistent with the non-crossing rule.
(ii) Define

fmn(s) =
{

1
Δ̄mn(s)

〈φ̄m(s)| dH̄ (s)
ds

|φ̄n(s)〉 (m �= n)

0 (m = n)
. (8.3.17)

Let

fmn = max
s

∣∣fmn(s)
∣∣. (8.3.18)

There exists a finite positive value f1 < ∞ such that for all m and n

fmn ≤ f1. (8.3.19)

(iii) Define

gmn(s) =
{

fmn(s)

Δ̄mn(s)
(m �= n)

0 (m = n)
. (8.3.20)

Re{gmn(s)} and Im{gmn(s)} are fragmentarily monotonic functions of s and the
number of monotonic regions between s = 0 and 1 is at most N1 < ∞.

The quantum adiabatic theorem is stated as follows

Theorem 8.2 Let ωm(s) = ∫ s

0 ε̄m(s
′) ds′. When τ → ∞, the probability amplitude

of finding φ̄m(s) in the state at time t = sτ (0 ≤ s ≤ 1) obeys

∣∣eiτωm(s)
〈
φ̄m(s)

∣∣Ψτ (s)
〉− δml

∣∣≤ O

(
1

τ

)
. (8.3.21)

Proof We expand the state vector by the eigenbasis {e−iτωn(s)|φ̄n(s)〉} as
∣∣Ψτ (s)

〉=
∑

n

cn(s)e
−iτωn(s)

∣∣φ̄n(s)
〉
, (8.3.22)

where cn(s) = eiτωn(s)〈φ̄n(s)|Ψτ (s)〉. Substituting (8.3.22) in the Schrödinger equa-
tion (8.3.13), one obtains an equation for cn(s):

i
d

ds
cm(s) = −i

∑

n�=m

〈
φ̄m(s)

∣∣ d
ds

∣∣φ̄n(s)
〉
exp

[
iτ

∫ s

0
Δ̄mn

(
s′)ds′

]
cn(s). (8.3.23)
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We here recall (8.3.11) and differentiate it by s

dH̄ (s)

ds

∣∣φ̄n(s)
〉+ H̄ (s)

d

ds

∣∣φ̄n(s)
〉= dε̄n(s)

ds

∣∣φ̄n(s)
〉+ ε̄n(s)

d

ds

∣∣φ̄n(s)
〉
. (8.3.24)

This yields for m �= n

〈
φ̄m(s)

∣∣ d
ds

∣∣φ̄n(s)
〉= −〈φ̄m(s)| dH̄ (s)

ds
|φ̄n(s)〉

Δ̄mn(s)
= −fmn(s). (8.3.25)

Applying (8.3.25) and (8.3.20) to (8.3.23), one obtains

d

ds
cm(s) =

∑

n�=m

gmn(s)Δ̄mn(s) exp

[
iτ

∫ s

0
Δ̄mn

(
s′)ds′

]
cn(s). (8.3.26)

Taking the initial condition cm(0) = δml into account, (8.3.26) is integrated to yield

cm(s) = δml +
∑

n�=m

∫ s

0
ds1gmn(s1)Δ̄mn(s1)e

iτϕmn(s1)cn(s1)

= δml +
∫ s

0
ds1 Kml(s1, τ )

+
∑

n1

∫ s

0
ds2

∫ s2

0
ds1 Kmn1(s2, τ )Kn1l (s1, τ )+ · · ·

= δml +
∞∑

k=1

∫ s

0
dsk · · ·

∫ s3

0
ds2

∫ s2

0
ds1
[
K(sk, τ ) . . .K(s2, τ )K(s1, τ )

]
ml
,

(8.3.27)

where we have defined

ϕmn(s) =
∫ s

0
Δ̄mn

(
s′)ds′, (8.3.28)

Kmn(s, τ ) = gmn(s)Δ̄mn(s)e
iτϕmn(s), (8.3.29)

and [·]ml to represent the ml-component of a matrix. We focus on the integral
∫ s

0
ds′ Kmn

(
s′, τ

)=
∫ s

0
ds′ gmn

(
s′)Δ̄mn

(
s′)eiτϕmn(s

′). (8.3.30)

Suppose that Re{gmn(s)} is a monotonic function of s in between a ≤ s ≤ b. Due
to the second mean value theorem for integration, there exists a number c such that
a < c < b and

∫ b

a

ds Re
{
gnm(s)

}
Δ̄mn(s) cos

{
τϕmn(s)

}

= Re
{
gnm(a)

}∫ c

a

ds Δ̄mn(s) cos
{
τϕmn(s)

}

+ Re
{
gnm(b)

}∫ b

c

dsΔ̄mn(s) cos
{
τϕmn(s)

}
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= Re
{
gmn(a)

}[ sin{τϕmn(s)}
τ

]c

a

+ Re
{
gmn(b)

}[ sin{τϕmn(s)}
τ

]b

c

,

(8.3.31)

where we note
∫
ds Δ̄mn(s) cos{τϕmn(s)} = sin{τϕmn(s)}/τ . By assumption (i) and

(8.3.18), one has

∣∣Re
{
gmn(s)

}∣∣= |Re{fmn(s)}|
|Δ̄mn(s)|

≤ fmn

Δ0
. (8.3.32)

Therefore Eq. (8.3.31) leads to
∣∣∣∣
∫ b

a

ds Re
{
gmn(s)

}
Δ̄mn(s) cos

{
τϕmn(s)

}∣∣∣∣

≤ 1

τ

[∣∣Re
{
gmn(a)

}[
sin
{
τϕmn(s)

}]c
a

∣∣+ ∣∣Re
{
gmn(b)

}[
sin
{
τϕmn(s)

}]b
c

∣∣]

≤ fmn

τΔ0

(∣∣[sin
{
τϕmn(s)

}]c
a

∣∣+ ∣∣[sin
{
τϕmn(s)

}]b
c

∣∣)≤ 4fmn

τΔ0
. (8.3.33)

Similarly it is shown that
∣∣∣∣
∫ b

a

ds Re
{
gmn(s)

}
Δ̄mn(s) sin

{
τϕmn(s)

}∣∣∣∣≤
4fmn

τΔ0
, (8.3.34)

which with (8.3.33) yields
∣∣∣∣
∫ b

a

ds Re
{
gmn(s)

}
Δ̄mn(s)e

iτϕmn(s)

∣∣∣∣≤
8fmn

τΔ0
. (8.3.35)

By assumption (iii), there are at most N1 regions in 0 ≤ s′ ≤ s where Re{gmn(s
′)} is

monotonic. Hence one reaches
∣∣∣∣
∫ s

0
ds′ Re

{
gmn

(
s′)}Δ̄mn

(
s′)eiτϕmn(s

′)
∣∣∣∣≤

8N1fmn

τΔ0
. (8.3.36)

The same result is obtained for Im{gmn(s)}. Therefore, it turns out from (8.3.30)
that

∣∣∣∣
∫ s

0
ds′ Kmn

(
s′, τ

)∣∣∣∣≤
∣∣∣∣
∫ s

0
ds′ Re

{
gmn

(
s′)}Δ̄mn

(
s′)eiτϕmn(s

′)
∣∣∣∣

+
∣∣∣∣
∫ s

0
ds′ Im

{
gmn

(
s′)}Δ̄mn

(
s′)eiτϕmn(s

′)
∣∣∣∣

≤ 16N1fmn

τΔ0
. (8.3.37)

Applying this inequality to the integral by s1 and |Kmn(s, τ )| = |fmn(s)| ≤ fmn to
the integrals by sk (k ≥ 2) in (8.3.27), one finally obtains

∣∣cml(s)− δml

∣∣≤
∞∑

k=1

16N1

τΔ0

sk−1

(k − 1)!
[
Fk
]
ml

= 16N1

τΔ0

[
FeF

]
ml
, (8.3.38)
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where F denotes the matrix composed of {fmn}. By assumption (iii), [FeF ]ml is
bounded from above by f1e

f1 . Therefore it is shown that

∣∣cml(s)− δml

∣∣≤ 16N1f1e
f1

τΔ0
, (8.3.39)

so that (8.3.21) is proved. �

The quantum adiabatic theorem guarantees the adiabatic time evolution when
τ → ∞. We shall next derive a criterion with respect to τ for the adiabatic approxi-
mation. From now on we assume |Ψτ (0)〉 = |φ̄0(0)〉 as we do in quantum annealing.
Equation (8.3.27) leads to the excitation probability amplitude at s:

cm(s) =
∞∑

k=1

∫ s

0
dsk · · ·

∫ s3

0
ds2

∫ s2

0
ds1
[
K(sk, τ ) · · ·K(s2, τ )K(s1, τ )

]
m0

(m ≥ 1). (8.3.40)

According to inequality (8.3.37), this quantity vanishes in the adiabatic limit,
τ → ∞. The correction to the adiabatic limit at finite τ within the leading order
is given by

cm(s) ≈
∫ s

0
ds1 Km0(s1, τ ) =

∫ s

0
ds1 gm0(s1)Δ̄m0(s1)e

iτϕm0(s1). (8.3.41)

Note that eiτϕm0(s) oscillates intensely with s for large τ , while gm0(s) is indepen-
dent of τ and behaves moderately. Therefore one may replace gm0(s) with gm0(s

′)
at a point s′ in between 0 and s, and draw it out from the integral. Thus |cm(s)|
follows

∣∣cm(s)
∣∣� max

s′
{∣∣gm0

(
s′)∣∣}

∣∣∣∣
∫ s

0
ds1 Δ̄m0(s1)e

iτϕm0(s1)

∣∣∣∣

= max
s′
{∣∣gm0

(
s′)∣∣}

∣∣∣∣
1

iτ

(
eiτϕm0(s) − 1

)∣∣∣∣

≤ max
s′
{∣∣gm0

(
s′)∣∣}2

τ
. (8.3.42)

When the right hand side of (8.3.42) is small, the present perturbation analysis is
valid. It follows that the criterion for the adiabatic approximation is given by

τ � max
s,m

[ |〈φ̄m(s)| dH̄ (s)
ds

|φ̄0(s)〉|
{Δ̄m0(s)}2

]
≥ maxs,m{|〈φ̄m(s)| dH̄ (s)

ds
|φ̄m(s)〉|}

[mins{Δ̄10(s)}]2
, (8.3.43)

where the variable s ranges from 0 to a given time (normalised by τ ), and we note
that the energy gap Δ̄10(s) is the smallest of all Δ̄m0(s). In quantum annealing, τ is
given as runtime. If τ meets the condition (8.3.43) for 0 ≤ s ≤ 1, quantum annealing
provides the solution with high probability. We emphasise that, when the middle or
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the right hand side of (8.3.43) is large, one needs to give a still larger τ . In this sense,
the magnitude of

max
s,m

[ |〈φ̄m(s)| dH̄ (s)
ds

|φ̄0(s)〉|
{Δ̄m0(s)}2

]
or

maxs,m{|〈φ̄m(s)| dH̄ (s)
ds

|φ̄m(s)〉|}
[mins{Δ̄10(s)}]2

(8.3.44)

have a crucial role in the success of quantum annealing.

8.4 Implementation of Quantum Annealing

Quantum annealing has been implemented in several way in practice and its valid-
ity has been investigated. In this section we review some experimental works on
quantum annealing.

8.4.1 Numerical Experiments

The validity of quantum annealing has been tested numerically for several optimi-
sation problems.

Kadowaki and Nishimori in the seminal paper [211] applied both quantum an-
nealing and simulated annealing to an optimisation problem given by the spin glass
Hamiltonian:

H0 = −
∑

i,j

Jij S
z
i S

z
j − h

∑

i

Sz
i . (8.4.1)

To apply quantum annealing, they added the transverse-field term −Γ (t)
∑

i σ
x
i

to this Hamiltonian and solved the time-dependent Schrödinger equation. As for
simulated annealing, they considered the master equation:

dPμ(t)

dt
=
∑

ν

Lμν(t)Pν(t)−
∑

ν

Lνμ(t)Pμ(t), (8.4.2)

where μ and ν denote spin states which diagonalise the Ising Hamiltonian H0, and
Pμ(t) is the probability of the system in the state μ. The transition matrix is given by
Lμν(t) = e−Eμ/T (t)/(e−Eμ/T (t) + e−Eν/T (t)) for μ and ν which are different only
in a single spin and Lμν(t) = 0 otherwise, where Eμ is the eigenenergy H0 with
respect to the state μ and T (t) is the temperature in unit of kB . Figure 8.5 shows the
results for the Sherrington-Kirkpatrick type model with 8 spins, in which each spin
connects with all other spins and Jij is randomly drawn from the Gaussian distri-
bution with mean 0 and variance 1/8. The probability PQA(t) that the ground state
of H0 is found in the time-dependent state during quantum annealing is defined by
PQA(t) = |〈Ψgs|Ψ (t)〉|2 where |Ψgs〉 is the ground state of H0 and |Ψ (t)〉 is the time-
dependent state obeying the Schrödinger equation. The probability PSA(t) stands for
Pμ(t) in (8.4.2) with μ of the ground state. The transverse field and the temperature
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Fig. 8.5 Time evolution of
the probability that the
ground state of H0 is found
during quantum annealing
and simulated annealing for
the Sherrington-Kirkpatrick
type model with 8 spins. Both
the transverse field and the
temperature are decreased as
Γ (t) = T (t) = 3/

√
t . (Taken

from Ref. [211])

are assumed to decrease with time as Γ (t) = T (t) = 3/
√
t . The initial conditions

for |Ψ (t)〉 and Pμ(t) are given by |Ψ (0)〉 = (1/
√

28)
∑

μ |μ〉 and Pμ(0) = 2−8 re-
spectively. It is found in the figure that PQA(t) is larger than PSA(t) for large t . In
Ref. [211], non-random configurations of Jij with different time schedules of Γ (t)

and T (t) are also studied and similar results are reported.
Farhi et al. [131] simulated quantum annealing using Exact Cover with spins up

to N = 20. Exact Cover is one of the NP-complete problems. An instance of Exact
Cover is composed of M clauses. Each clause involves three bits chosen randomly
from N bits. We say that the clause is satisfied if one of these three bits is 1 and
the other two are 0. The problem is to decide whether all of given M clauses are
satisfied at least by one configuration of N bits or not. The parameter α = M/N

characterises the property of this problem. When α � 1, the problem is easy and
the answer should be “satisfied” (SAT) in almost all cases. On the other hand, when
α � 1, the problem is also easy but the answer should be “unsatisfied” (UNSAT).
The SAT solutions decrease with increasing α. In the limit N → ∞, it is conjectured
that the SAT solutions abruptly vanish at a certain critical value α∗ [5, 279, 324] and
one encounters a phase transition between SAT and UNSAT phases at this point. The
problem is considered to be most difficult at around αc .

In order to formulate this problem in the language of spins, we assign a cost hC
to a clause C. hC is defined as hC = 0 if the constraint is satisfied, and hC = 1 if it
is not satisfied. For instance, supposing that three bits of a clause C is labelled by
C1, C2, and C3, the cost is written as

hC(SC1, SC2, SC3) = (SC1 + SC2 + SC3)
2 − 1

8

+ {(SC1 + SC2 + SC3)
2 − 9}(SC1 + SC2 + SC3 − 1)

16
,

where Si is an Ising-spin variable. The problem Hamiltonian is thus written as
H0({Si}) =∑C hC(SC1, SC2, SC3). To apply quantum annealing, the Ising spin Si
is replaced with Sz

i and a quantum fluctuation is introduced by the transverse field.
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Fig. 8.6 Runtime to achieve
the success probability 1/8 by
quantum annealing in solving
Exact Cover. 75 instances are
studied and median values are
plotted. The error bars show
95 % confidence limits for
each median. (Taken from
Ref. [131])

The time-dependent Hamiltonian employed in Ref. [131] is given by (8.3.2). In nu-
merical simulation, Farhi et al. generated tens of instances of Exact Cover which
has the unique satisfied solution, solved the Schrödinger equation, and measured
the probability that the solution is found in the final state at t = τ . Figure 8.6 shows
the median runtime to achieve the probability 1/8. To obtain the runtime to achieve
the probability 1/8 for a fixed Exact Cover instance, simulation is repeated chang-
ing the runtime till the probability becomes between 0.12 and 0.13. The solid line
indicates a quadratic fit to the data. The agreement between a quadratic curve and
the results of simulation suggests that the mean time to get the solution of Exact
Cover grows quadratically with the number of bits. We remark here that the results
in Fig. 8.6 does not imply that Exact Cover can be solved by quantum annealing
in a time scaled polynomially by the number of bits. In order to reveal whether the
cost of quantum annealing is polynomial or not, one needs to argue the worst case,
namely, the scaling of the longest runtime to achieve the probability 1/8 must be
studied. It is worth noting that the largest size studied in Ref. [131] is not neces-
sarily sufficient to convince us the size scaling of the runtime. Since it would be
impractical to solve the time-dependent Schrödinger equation for sizes beyond 20
spins using a classical computer, one has to rely on other numerical or analytical
methods. We argue this issue in Sect. 8.5 from a different point of view.

From a practical point of view, one may not necessarily restrict oneself to the
Schrödinger equation of motion. If one employs another rule of dynamics, one can
apply quantum annealing to much larger sizes using classical computers. Martoňák
et al. [260] demonstrated quantum annealing by a quantum Monte-Carlo method
for the travelling salesman problem. The Hamiltonian to be minimised of the trav-
elling salesman problem is given by (8.2.1). To apply quantum annealing to the
travelling salesman problem, one needs to take into account the constraints given
by (8.2.2). A standard way to incorporate them is to use the 2-opt move of the path.
A 2-opt move consists of a removal and creation of two links. Suppose that N cities
are labelled by i = 1,2, . . . ,N , and a path 1-2-· · ·-N -1 is given initially. Let us
choose two links 〈i, i + 1〉 and 〈j, j + 1〉 from this path. We then remove these
links and create new links as 〈i, j 〉 and 〈i + 1, j + 1〉 or 〈i, j + 1〉 and 〈j, i + 1〉. In
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the language of spins, this motion can be realised by the application of spin oper-
ators: S+

〈i+1 j+1〉S
+
〈ij〉S

−
〈j j+1〉S

−
〈i i+1〉 or S+

〈j i+1〉S
+
〈i j+1〉S

−
〈j j+1〉S

−
〈i i+1〉, where S±

〈l m〉 =
1
2 (S

x
〈l m〉 ± iS

y
〈l m〉) stand for the spin-flip operators. Hence the natural choice for the

quantum Hamiltonian should be

H(t) =
∑

〈ij〉
d〈ij〉

Sz
〈ij〉 + 1

2
− 1

2

∑

〈ij〉

∑

〈i′j ′〉
Γ1
(
i, j, i′, j ′)(S+

〈ii′〉S
+
〈jj ′〉S

−
〈i′j ′〉S

−
〈ij〉 +H.c.

)

− 1

2

∑

〈ij〉

∑

〈i′j ′〉
Γ2
(
i, j, i′, j ′)(S+

〈ij ′〉S
+
〈i′j〉S

−
〈i′j ′〉S

−
〈ij〉 +H.c.

)
. (8.4.3)

The amplitudes of quantum coupling Γ1 and Γ2 may depend on the distance between
cities involved in a 2-opt move. Note that under this Hamiltonian the magnetisation∑

〈ij〉 S
z
〈ij〉 is conserved. Hence with this Hamiltonian the state moves in a subspace

with a fixed magnetisation. The quantum Monte-Carlo simulation requires mapping
of this quantum Hamiltonian to a classical one. However the presence of four-spin
interactions in (8.4.3) causes a difficulty in such a mapping. To avoid this difficulty,
Martoňák et al. replaced (8.4.3) to a transverse field Ising model:

H(t) =
∑

〈ij〉
d〈ij〉

Sz
〈ij〉 + 1

2
− Γ

∑

〈ij〉
Sx

〈ij〉. (8.4.4)

This Hamiltonian can be immediately mapped to a coupled classical systems by the
procedure described in Sect. 3.1. The usual Monte-Carlo dynamics of the classical
Hamiltonian from (8.4.4) could violate the 2-opt move and break the constraint of
(8.2.2). However, the constraint can be fulfilled if one implements the 2-opt move
in each Trotter slice. Thus quantum annealing is carried out by decreasing the trans-
verse field Γ with the Monte-Carlo step in a fixed sufficiently low temperature.
The travelling salesman problem studied in Ref. [260] is the instance pr1002 of the
TSPLIB [326], which is a benchmark test problem composed of 1002 cities and the
exact solution is known by another algorithm. Figure 8.7 shows results of quantum
annealing and simulated annealing. In quantum annealing, the number of Trotter
slices P is set at P = 30 and the temperature is kept at T = 10/3 so as to make
the effective temperature PT of each Trotter slice PT = 100. The transverse field
Γ is weakened linearly in a Monte-Carlo step τ from an initial value Γi = 300 to
zero. Before annealing, equilibration is done under Γi . In simulated annealing, the
temperature is lowered linearly from Ti = 100 to zero in a Monte-Carlo step τ .
In both cases, 2-opt moves are implemented with a neighbourhood pruning, which
restricts 2-opt moves within 20 nearest neighbours, namely one Monte-Carlo step
consists of 20 × 1002 (×30 in the case of quantum annealing) 2-opt moves. The
average is taken by the best path in Trotter slices over 96 independent runs. The
results of simulation clearly show that the excess length after quantum annealing
decays faster than simulated annealing. Since the quantum Monte-Carlo simulation
consumes more computational cost than the classical one, it might be fair to replace
the Monte-Carlo step in quantum annealing by the machine time Pτ . The red curve
in Fig. 8.7 is the result of quantum annealing with the machine time. It is obvious
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Fig. 8.7 Excess lengths after
quantum annealing and
simulated annealing of a
travelling salesman problem.
Both quantum annealing and
simulated annealing are
implemented by means of the
Monte-Carlo method. The
dashed lines are obtained just
by multiplying τ by P in the
result of quantum annealing,
where P = 30 is the number
of Trotter slices. The excess
length decays faster in
quantum annealing than in
simulated annealing

that quantum annealing still gets advantage for large machine time. These results
give a numerical evidence that quantum annealing brings a faster convergence to
the target than simulated annealing.

Quantum annealing by means of the quantum Monte-Carlo method has been
applied other models. Santoro et al. [342] showed better performance of quan-
tum annealing over simulated annealing in the two-dimensional spin glass model.
Sarjala et al. [343] studied the decay rate of an error after quantum annealing in
random field Ising models in one, two and three dimensions. Battaglia et al. [30]
focused on the 3-satisfiability problem. The 3-satisfiability problem is one of the
NP-complete problems, and explained as follows. We consider N bits denoted by
(σ1, σ2, . . . , σN). An instance of the 3-satisfiability problem (3-SAT) is composed
of M clauses. A clause C involves three bits randomly chosen from N , which we la-
bel by C1, C2, and C3. A value zi taken from 0 and 1 with probability 1/2 is given
to each bit. Thus a clause C is represented as (zC1, zC2, zC3). We here consider the
exclusive distinction between zCi and the corresponding bit σCi (i = 1,2,3). When
at lease one of the three values of exclusive distinction is 0, we say that a clause C is
satisfied. The problem of 3-satisfiability is to decide whether given M clauses can be
satisfied by a bit configuration. In terms Ising spins, this problem can be translated
into a problem to find a zero energy ground state of the Hamiltonian:

H = 1

8

∑

C

(1 − ζC1SC1)(1 − ζC2SC2)(1 − ζC3SC3), (8.4.5)

where ζi and Si have been defined as ζi = 2zi − 1 and Si = 2σi − 1 respectively.
It is shown in Ref. [30] that quantum annealing performs worse than simulated
annealing, if it is applied to the 3-satisfiability problem. Matsuda et al. [261] studied
quantum annealing in the Villain model defined on the square lattice. The vertical
bonds are ferromagnetic whereas horizontal ones alternate between ferromagnetic
and antiferromagnetic. What is special in this model is that one has an exponentially
large number of degenerated ground states. Matsuda et al. observed that quantum
annealing does not work well in comparison with simulated annealing in this model.
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All these numerical experiments using quantum Monte-Carlo simulations show that
quantum annealing basically works, but it does not always outperforms simulated
annealing.

8.4.2 Experiments

In order to implement quantum annealing, one needs to make a system realising a
transverse Ising model, initialise the spin state at the ground state of the transverse
field term, move the state without decoherence by weakening the strength of the
transverse field, and read the final state. A quantum computer naturally performs this
procedure. Although a quantum computer is still beyond our reach, some elementary
experiments of quantum computation by means of quantum annealing have been
carried out.

Steffen et al. [376] first demonstrated quantum annealing for a three-bit MAX-
CUT problem using an NMR quantum computer. The MAXCUT problem is one
of the graph partitioning problem and belongs to the NP-hard class. Although the
problem challenged in Ref. [376] is quite small, it has been observed that quantum
annealing brings the solution.

A system of coupled superconducting flux qubits is another candidate for a quan-
tum computer. D-Wave Systems, a Canadian company, is developing a commercial
quantum computer made from superconducting flux qubits. It has been reported in
Ref. [201] that the ground state of an Ising spin chain with eight spins is obtained
by quantum annealing. Although a large gap must be filled before the realisation of
a commercial quantum computer, the challenge of D-Wave Systems [201, 309] is
noteworthy.

Trapped atomic ions also provide a route toward the realisation of a quantum
computer. Kim et al. [225] reported that the ground state of a frustrated Ising-spin
system with three spins made from trapped ions is attained by the adiabatic evolution
following a change of the transverse field. What was done here is essentially the
same as quantum annealing. The development of a quantum computer using a large
number of trapped ions is expected.

Experiments mentioned above are concerned with microscopic systems. Brooke
et al. [47] in turn studied quantum annealing and simulated annealing using a bulk
material LiHoxY1−xF4. When one applies a magnetic field perpendicular to the c

axis, this material realises an disordered Ising system in a transverse field. Brooke
et al. conducted two protocols of annealing and compared resulting states. The one
protocol is simulated annealing, where the temperature is reduced at first at the weak
transverse field and then the field is lifted toward the target. In the other protocol, one
lifts the field at a high temperature, reduces the temperature with keeping the field,
and then reduces the field at the low temperature. The latter corresponds to quantum
annealing. In both cases, the initial and final conditions for the temperature and field
are the same. The measurements of the ac susceptibility reveals that the state after
quantum annealing involves shorter time scales. This means that quantum anneal-
ing brings states in narrower energy minima than simulated annealing. Although it
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is not clear whether the true ground state is in such narrow energy minima, experi-
ments suggest that quantum annealing should have a virtue in extracting the global
minimum from the sharp energy landscape.

8.5 Size Scaling of Energy Gaps

As we mentioned in Sect. 8.3.2, the success of quantum annealing rests on the mag-
nitude of

maxs,m{|〈φ̄m(s)| dH̄ (s)
ds

|φ̄0(s)〉|}
[mins{Δ̄10(s)}]2

. (8.5.1)

The runtime τ must be greater than (8.5.1) in order to obtain the solution with high
probability. One may assume that the numerator of (8.5.1) is O(N) since the Hamil-
tonian is an extensive quantity. Therefore, if Δmin = mins{Δ10(s)} is scaled by a
polynomial of N−1 then the runtime grows polynomially with N as well, while the
exponential scaling of Δmin gives rise to the exponential increase of the runtime.
The knowledge on the scaling of Δmin is crucially important to reveal the ability
of quantum annealing. In this section, we shall argue the scaling of Δmin in several
models.

8.5.1 Simple Case

As a simple case, let us focus on the pure transverse Ising chain. Because of the
parity conservation of the fermion number, the lowest excited state accessible during
the time evolution from the ground state is not actually the first excited state. The
energy gap from the ground state to the lowest accessible excited state is given by

Δ(Γ ) = 4

√(
cos

π

N
− Γ

)2

+ sin2 π

N
,

where we have assumed a system with size N and with the periodic boundary condi-
tion. It is easy to show that this energy gap takes its minimum Δmin = 4 sin π

N
when

Γ = cos π
N

. For N � 1, it follows that

Δmin ≈ 4π

N
. (8.5.2)

Hence the minimum energy gap closes as 1/N with N → ∞. In the thermodynamic
limit, this occurs at the quantum critical point Γc = 1. The scaling relation (8.5.2)
is reproduced from the dynamical scaling relation in the vicinity of the quantum
critical point:

τ(Γ ) ∼ |Γ − Γc|−zν ∼ ξz
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where τ(Γ ) is the coherence time defined by τ(Γ ) = �/Δ(Γ ) and the ξ is the
correlation length of the ground state. In finite d-dimensional systems, one may re-
place the correlation length with the linear size N1/d and Δ(Γ ) with Γmin. Using
the critical exponents z = ν = 1 and d = 1, one can obtains Δmin ∼ 1/N . In gen-
eral, d-dimensional systems with a quantum phase transition characterised by the
dynamical exponent z have

Δmin ∼ N−z/d . (8.5.3)

Therefore, as far as a standard second order quantum phase transition is concerned,
the minimum energy gap Δmin is scaled polynomially with the system size.

8.5.2 Annealing over an Infinite Randomness Fixed Point

We move on to disordered systems. Since the non-trivial combinatorial optimisation
problem involves disorder, it is significant to investigate quantum annealing of dis-
ordered systems. In this subsection, we focus on the random transverse field Ising
chain, though it is still trivial from the viewpoint of the optimisation problem.

Let us consider the random transverse field Ising chain:

H = −
∑

i

JiS
z
i S

z
i+1 − Γ

∑

i

hiS
x
i , (8.5.4)

where the coupling constant Ji and the random parameter hi are assumed to follow
uniform distributions,

P(Ji) = θ(Ji)θ(1 − Ji),

P (hi) = θ(hi)θ(1 − hi),

respectively. Same as the pure system, the model (8.5.4) is self-dual at Γ = 1, where
a quantum phase transition takes place. The critical point Γc = 1 is known as an
infinite randomness fixed point. The critical properties are revealed by the strong
disorder renormalisation group [138]. According to detailed calculations [139, 188,
415], the distribution of the energy gap Δ from the ground state to the first excited
state at the critical point of the system with size N is given as a function of x =
− ln(Δ/Δ0)/

√
N , where Δ0 is the largest energy scale of the system. In fact, the

distribution function is obtained as [139]

P(Δ,N)dΔ = P(x)dx (8.5.5)

P(x) ≈
{

2√
π
e−x2/4 for x � 1,

2π
x3 e

−π2/(4x2) for x � 1.
(8.5.6)

Let xmax be the value of x that maximise P(x). The typical energy gap Δtyp of the
system at the critical point is estimated by − ln(Δtyp/Δ0)/

√
N ≈ xmax. This implies

that the scaling of the typical energy gap is given by

Δtyp ∼ e−const.×√
N. (8.5.7)
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The average of the energy gap is given by

Δav =
∫ ∞

0
ΔP(Δ,N)dΔ =

∫ ∞

0
Δ0e

−x
√
NP (x)dx.

When
√
N � 1, the integrand vanishes for x � 1/

√
N � 1, so that one may safely

approximate P(x) as P(x) ≈ (2π/x3)e−π2/(4x2) to yield

Δav ≈
∫ ∞

0

2π

x3
e−x

√
N−π2/(4x2) dx.

One can see that the integrand has a sharp peak at x∗ = (π2/2N1/2)1/3. The width of
the peak can be estimated as 2x∗2/π by making x = x∗+δ and expanding −x

√
N−

π2/(4x2) up to the order of δ2. Therefore one obtains

Δav ≈ 1

x∗ e
−x∗√N−π2/(4x∗2) ≈ N1/6 exp

{
−3

2

(
π2

2
N

)1/3}
. (8.5.8)

We recall here that the lowest excited state accessible during the time evolution
from the ground state is not the first excited state. We then call for an ansatz that the
energy gap Δacc(Γ ) from the ground state to the lowest accessible excited state also
obeys a distribution with the variable x = − ln(Δacc(Γc)/Δ0)/

√
N at the critical

point. The numerical study by Caneva et al. [58] has confirmed that this ansatz
seems actually true. In the present system, the energy gap of a fixed sample is not
always minimised at the critical point. One can bound the minimum energy gap
Δmin by

Δmin ≤ Δacc(Γc).

From this inequality and the scaling analysis on the energy at the critical point,
we reach that the typical runtime to achieve optimisation by quantum annealing is
estimated as

τtyp � econst.×N1/2
, (8.5.9)

whereas the averaged one is estimated as

τave � econst.×N1/3
. (8.5.10)

Now let us generalise these results to a system with a generic infinite randomness
fixed point. We suppose that the distribution of the energy gap to the first excited
state is given with an exponent ψ by

P(Δ,N)dΔ = P(x)dx, x = − ln(Δ/Δ0)/N
ψ (8.5.11)

at the critical point. Note ψ = 1/2 for the random transverse field Ising chain. Most
recent numerical study has shown ψ ≈ 0.48 for the two-dimensional random trans-
verse Ising ferromagnet [235]. With generic ψ , the argument presented above shows
that the typical runtime is estimated as

τtyp � econst.×Nψ

. (8.5.12)
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An estimate for the averaged runtime τave is not available since the detailed form
of the distribution function P(x) with generic ψ is not known. If one assumes the
same form as the random transverse Ising chain, one has

τave � exp
(
const.×N2ψ/3).

In any case, it turns out that the disordered Ising chain under consideration gives
rise to subexponential complexity for quantum annealing, though it serves as a trivial
optimisation problem.

It is significant to comment on the role of the frustration in the infinite ran-
domness fixed point. One might naturally think that Ising spin glass models in a
transverse-field involve an infinite randomness fixed point. In fact, quantum Monte
Carlo simulations have shown its manifestation in a two-dimensional transverse
field Ising spin glass [333]. However the character of a quantum phase transition
of this model is still uncertain. The strong disorder renormalisation group is con-
cerned with the strongest interaction energy and transverse field and its procedure
is not influenced by the presence of frustration. This suggests that the frustration
might be an irrelevant factor to the infinite randomness fixed point. If this is true,
not only trivial optimisation problems but also nontrivial ones share the same scal-
ing of runtime in quantum annealing. Notwithstanding this speculation, the infinite
randomness fixed point in frustrated models and quantum annealing over such a
critical point remain to be clarified.

8.5.3 Annealing over a First Order Quantum Phase Transition

We have so far analysed size scaling of the energy gap at continuous quantum phase
transitions in the previous subsections. We next consider first order quantum phase
transitions in the present subsection.

8.5.3.1 Fully Connected p-Body Ising Ferromagnet in a Transverse Field

Let us consider the fully connected p-body ferromagnetic Ising model in a trans-
verse field. The Hamiltonian is written as

H = − 1

Np−1

N∑

i1,...,ip=1

Sz
i1

· · ·Sz
ip

− Γ
∑

i

Sz
i , (8.5.13)

where N is the number of spins in the whole system and p denotes the number of
spins which are interacting. We assume that p is odd and consider p → ∞ limit. As
we showed in Sect. 3.4.2, this model exhibits a first order quantum phase transition
at Γc = 1.
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We begin with the perturbation theory of the ground state. Let us first choose the
ground state of the classical Hamiltonian H0 as an unperturbed state. The Rayleigh-
Schrödinger perturbation theory gives the perturbed ground-state energy as

Eg(Γ ) = E(0)
g + 〈g|

∞∑

n=0

(−Γ V )

{
Q

E
(0)
g −H0

(
E(0)

g −Eg(Γ )− Γ V
)}n|g〉,

(8.5.14)

where |g〉 and E
(0)
g denotes the unperturbed state and the corresponding energy,

|k〉 (k = 1,2, . . .) stands for an eigenstate of the classical Hamiltonian H0, and
Q =∑k≥1 |k〉〈k| is the projection operator onto the subspace orthogonal to |g〉. We
define V =∑i S

x
i and Vkl = 〈k|V |l〉. One can easily see that Vkk = 0 and Vkl �= 0

for |k〉 and |l〉 which differ by a single spin flip. Hence (8.5.14) reduces to

Eg(Γ ) = −N − Γ 2

N

∑

k≥1

|Vgk|2 +O
(
Γ 4)

= −N − Γ 2 +O
(
Γ 4), (8.5.15)

where we note E
(0)
g = −N and

∑
k≥1 |Vgk|2 = N . Next, we consider the ground

state of −Γ V as the unperturbed state and deal with H0 as the perturbation. Suppose
that |g〉〉 and |k〉〉 (k = 1,2, . . .) represent the ground state and an eigenstate of −Γ V

respectively. The perturbed energy is written as

Ẽg(Γ ) = −NΓ + 〈〈g|H0|g〉〉 +
∑

k≥1

|〈〈k|H0|g〉〉|2
−NΓ −EΓ

k

+O
(
Γ −2), (8.5.16)

where EΓ
k is an eigenenergy of −Γ V . Since the ground state of −Γ V is the su-

perposition of all the eigenstates of H0 with the same weight, the second term is
evaluated as

〈〈g|H0|g〉〉 =
∑

k

∣∣〈k|g〉〉∣∣2E(0)
k = 1

2N
∑

k

E
(0)
k ≈ O

(
N

2N

)
,

where E
(0)
k (k = 1,2, . . .) denotes the eigenenergy of H0 with respect to |k〉. Sim-

ilarly, the matrix element in the third term is computed as |〈〈k|H0|g〉〉| ≈ N2−N .
Noting that the summation is dominated by the terms with EΓ

k ≈ O(1), one finds
that

∑

k≥1

|〈〈k|H0|g〉〉|2
−NΓ −EΓ

k

≈ − 1

NΓ

(
N

2N

)2
N !

{(N/2)!}2
≈ − 1

NΓ

N2

2N
= 1

Γ
O

(
N

2N

)
.

Therefore (8.5.16) is estimated as

Ẽg(Γ ) = −NΓ +O

(
N

2N

)
. (8.5.17)

Equations (8.5.15) and (8.5.17) imply that the ground-state energies with Γ � 1
and Γ � 1 are not modified from the unperturbed energies within the leading order
(which is proportional to N ).
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In order to reveal the size scaling of the energy gap at the quantum critical point,
one needs an elaborate analysis. We consider the following Hamiltonian which ap-
proximates (8.5.13) at the critical point Γc:

Hc = −N |g〉〈g| −NΓc|g〉〉〈〈g|. (8.5.18)

Note that the first and the second terms represent the classical term H0 and the
transverse-field term −ΓcV respectively. In the first term, we have neglected the
highest energy level of H0. As for the second term, we adopt an approximation
that all the eigenenergies except the ground energy vanish, because the zero-energy
states dominate all the eigenstates of −Γ V in their number. One can show that cor-
rections to this approximation do not change the result [205]. We solve the eigen-
value problem of (8.5.18):

Hc|ψ〉 = λ|ψ〉, (8.5.19)

where λ and |ψ〉 represent the eigenvalue and the eigenstate respectively. Substitut-
ing (8.5.18) and applying 〈〈g| and 〈〈k| to the left, one obtains

−N〈〈g|g〉〈g|ψ〉 −NΓc〈〈g|ψ〉 = λ〈〈g|ψ〉,
−N〈〈k|g〉〈g|ψ〉 = λ〈〈k|ψ〉 (k = 1,2, . . .).

These equations are arranged into

〈〈g|ψ〉 + N

NΓc + λ
〈〈g|g〉〈g|ψ〉 = 0, (8.5.20)

〈〈k|ψ〉 + N

λ
〈〈k|g〉〈g|ψ〉 = 0 (k = 1,2, . . .). (8.5.21)

Multiplying the first and the second equations by 〈g|g〉〉 and 〈g|k〉〉 respectively,
(8.5.20) and (8.5.21) are summed into

〈g|ψ〉 + N

NΓc + λ

∣∣〈〈g|g〉∣∣2〈g|ψ〉 + N

λ

∑

k≥1

∣∣〈〈k|g〉∣∣2〈g|ψ〉 = 0,

where we have used |g〉〉〈〈g| +∑k≥1 |k〉〉〈〈k| = 1. Since |〈〈g|g〉|2 = |〈〈k|g〉|2 = 2−N

and
∑

k≥1 = 2N − 1, the above equation reduces to

1 + N

2N

(
1

NΓc + λ
+ 2N − 1

λ

)
= 0.

Noting that Γc = 1, this equation is easily solved to yield

λ = −N ± N

2N/2
.

Thus one obtains the size scaling of the energy gap at the quantum critical point:

Δmin = 2N

2N/2
. (8.5.22)

This result implies that the present system suffers from the exponential scaling of
the minimum energy gap, although the classical Hamiltonian H0 has a trivial ground
state.
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8.5.3.2 Quantum Random Energy Model

The second model we investigate is the p-body random Ising model in the transverse
field:

H(Γ ) = H0 − Γ V

H0 =
∑

1≤i1<···<ip≤N

Ji1,...,ipS
z
i1
Sz
i2

· · ·Sz
ip
, V =

∑

i

Sx
i , (8.5.23)

where we assume that the Ji1,...,ip obeys the Gaussian distribution,

P(Jii ,...,ip ) =
√

Np−1

πp! exp

(
−Np−1

p! J 2
i1,...,ip

)
.

As mentioned in Sect. 6.6, the classical Hamiltonian H0 is reduced to the random
energy model by taking p → ∞ [103, 104], where the eigenenergy of H0 obeys the
distribution

P(E) = 1√
πN

e−E2/N . (8.5.24)

In the present subsection, we shall mainly discuss this particular case by means of
the perturbation theory [204].

First, we choose Γ = 0 as a starting point of the perturbation theory. Let |k〉 and
E

(0)
k be an eigenstate and an eigenenergy of H0 respectively. We suppose that E(0)

k is
of order N . According to the Rayleigh-Schrödinger perturbation theory, the energy
perturbed by −Γ V is written as

Ek(Γ ) = E
(0)
k + 〈k|

∞∑

n=0

(−Γ V )

{
Q

E
(0)
k −H0

(
E

(0)
k −Ek(Γ )− Γ V

)}n|k〉,
(8.5.25)

where Q =∑l �=k |l〉〈l| is the projection operator. Let Vij = 〈i|V |j 〉 be the matrix
element of V . Equation (8.5.25) is then written up to the second order of Γ as

Ek(Γ ) = E
(0)
k +

∑

l �=k

Γ 2|Vkl |2
E

(0)
k −E

(0)
l

+ · · · , (8.5.26)

where we remark that the first order term of Γ vanishes since Vkk =∑i〈k|Sx
i |k〉 =

0. Notice that |Vkl |2 = 1 if |l〉 differs from |k〉 by a single-spin flip and |Vkl |2 = 0
otherwise. It follows that

Ek(Γ ) = E
(0)
k + Γ 2

E
(0)
k

(
N + 1

E
(0)
k

∑

l �=k

|Vkl |2E(0)
l + · · ·

)
.

Since each E
(0)
l obeys the distribution (8.5.24), one can estimate

∑
l �=k |Vkl |2E(0)

l ≈
O(

√
N). For higher orders, one can see

∑
l �=k |Vkl |2(E(0)

l )n = O(Nn/2). Therefore
one obtains

Ek(Γ ) = E
(0)
k + Γ 2 N

E
(0)
k

+ Γ 2O
(
N−3/2)+ · · · , (8.5.27)
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where we have used E
(0)
k = O(N). The ground energy in particular is written as

Eg(Γ ) ≈ −N
√

ln 2 − Γ 2

√
ln 2

. (8.5.28)

We remark that the second term in (8.5.27) is of order Γ 2 × 1. Higher orders in
Γ are shown to give O(1/N) contributions. This implies that the energy E

(0)
k of

order N is not perturbed by the transverse field −Γ V within the leading order in N .
Consequently the free-energy density and the entropy density are independent of Γ .

We next look upon the perturbation expansion around Γ = ∞. We here focus
on the ground state |g〉〉 of −Γ V as the unperturbed state. The eigenenergy −Γ V

with respect to |g〉〉 is −NΓ . We suppose that |k〉〉 and EΓ
k denote an eigenstate and

an eigenenergy of −Γ V . The perturbation expansion of the ground energy around
Γ = ∞ is given by

Ẽg(Γ ) = −NΓ + 〈〈g|H0|g〉〉 +
∑

k≥1

|〈〈k|H0|g〉〉|2
−NΓ −EΓ

k

+ · · · . (8.5.29)

The second term is arranged as

〈〈g|H0|g〉〉 =
2N∑

k=1

∣∣〈〈g|k〉∣∣2E(0)
k = 1

2N

2N∑

k=1

E
(0)
k ,

where note that |k〉 and E
(0)
k are an eigenstate and an eigenenergy of H0. Since the

eigenenergies of H0 obey the distribution (8.5.24), the second term is estimated as

〈〈g|H0|g〉〉 ≈ 1

2N
√
N2N/2 = √

N2−N/2,

which turns out to be exponentially small. Regarding the third term, |k〉〉 must differ
from |g〉〉 by p spins in order to produce a finite contribution to the summation. This
is because H0 flips p spins in the σx basis if it is applied to |g〉〉. The energy EΓ

k of
such states is given by (−N + 2p)Γ . Hence one has

∑

k≥1

|〈〈k|H0|g〉〉|2
−NΓ −EΓ

k

= − 1

2pΓ

∑

k≥1

∣∣〈〈k|H0|g〉〉∣∣2 = − 1

2pΓ
〈〈g|H 2

0 |g〉〉.

Due to the distribution (8.5.24) of the eigenenergies of H0, the expectation value of
H 2

0 is estimated as

〈〈g|H 2
0 |g〉〉 = 1

2N

2N∑

k=1

(
E

(0)
k

)2 ≈
∫ ∞

−∞
E2 1√

πN
e−E2/N dE = N

2
.

Thus one obtains

∑

k≥1

|〈〈k|H0|g〉〉|2
−NΓ −EΓ

k

≈ − N

4pΓ
.



8.5 Size Scaling of Energy Gaps 251

One can show that higher order corrections are negligible. Hence the perturbed
ground state energy is obtained as

Ẽg(Γ ) ≈ −NΓ − N

4pΓ
. (8.5.30)

To obtain the expression for generic eigenenergy, one needs to go around with the
perturbation theory of degenerated states of −Γ V . However the matrix elements of
H0 between degenerated states are tiny and lift the degeneracy by a small amount.
Hence the argument for the ground state can be basically applicable and yields

Ẽk(Γ ) ≈ −EΓ
k − N

4pΓ
(8.5.31)

for a generic unperturbed eigenenergy EΓ
k of −Γ V . The second terms in (8.5.30)

and (8.5.31) vanish with p → ∞. Therefore the energies are not affected by the
perturbation within the leading order in N . It turns out that the free-energy density
and the entropy density are not modified by the perturbation as well.

The quantum critical point can be identified from the crossing point of Eg(Γ )

and Ẽg(Γ ). Equations (8.5.28) and (8.5.30) yield

Γc = √
ln 2. (8.5.32)

The quantum phase transition between the ground states for Γ < Γc and Γ > Γc is
the first order transition. The same result can be obtained using the static approxi-
mation [158], which has been shown to be exact when p → ∞ [109].

The energy gap between the lowest two states at the critical point is estimated
as follows. We consider two ground energies Eg(Γ ) and ẼΓ

g . These two energy
levels come close to each other with Γ approaching Γc. However, level crossing
is avoided at Γc because of quantum tunnelling between two states. This is what
the non-crossing rule states. To obtain the energy gap, we introduce the following
Hamiltonian:

H = Eg(Γc)|g〉〈g| + Ẽg(Γc)|g〉〉〈〈g|
= −N

√
ln 2
(|g〉〈g| + |g〉〉〈〈g|). (8.5.33)

Here we have restricted ourselves to these two levels and neglected the effect of
higher levels. In addition, we have made an approximation that the ground states
for Γ < Γc and Γ > Γc do not change from the unperturbed ground states |g〉 and
|g〉〉 respectively. This approximation is reasonable because of the above perturba-
tive analysis and the discontinuous character of the transition. Now, let |e〉 be the
normalised state which is orthogonal to |g〉, such that 〈g|e〉 = 0 and 〈e|e〉 = 1. We
expand |g〉〉 using |g〉 and |e〉 as

|g〉〉 = α|g〉 + β|e〉. (8.5.34)

The Hamiltonian (8.5.33) can be written as

H = −N
√

ln 2
{(

1 + |α|2)|g〉〈g| + |β|2|e〉〈e|
+ αβ∗|g〉〈e| + α∗β|e〉〈g|}.
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By diagonalising this Hamiltonian, one finds that the energy gap is given by [204]

Δ = 2N
√

ln 2|α|2 = 2N
√

ln 2〈g|g〉〉 = 2
√

ln 2N2−N/2, (8.5.35)

where note that 〈g|g〉〉 = 2−N/2. This shows that the energy gap at the quantum
critical point closes exponentially with system size N .

8.5.3.3 Numerical Studies

In order to clarify the scaling of the minimum energy gap in systems represent-
ing practical optimisation problems, we need to rely on numerical studies. Young
et al. investigated a quantum Hamiltonian of Exact Cover by means of the quan-
tum Monte Carlo method [440, 441]. The quantum Monte Carlo might be the most
suitable method for our purpose, considering its applicability to various systems
and large sizes. Let us consider the imaginary-time autocorrelation function of Sz

i ,
〈Sz

i (0)S
z
i (u)〉, where Sz

i (u) = e−uHSz
i e

uH is the Heisenberg operator with the imag-
inary time u. Let Δ10 be the energy gap between the ground and first excited states.
When β = T −1 → ∞ and u � Δ10, this autocorrelation function reduces to

〈
Sz
i (0)S

z
i (u)

〉→ q +
∑

n≥1

∣∣〈n|Sz
i |g〉∣∣2e−u(En−Eg), (8.5.36)

where q is the spin glass order parameter defined by

q = ∣∣〈g|Sz
i |g〉∣∣2. (8.5.37)

We note that |g〉 and |n〉 (n = 1,2, . . .) stand for the ground and excited states of
H with eigenenergies Eg and En respectively. Equation (8.5.36) turns out to be
〈Sz

i (0)S
z
i (u)〉−q ≈ e−uΔ10 for u � Δ10. Therefore one finds Δ10 by the decreasing

rate of ln[〈Sz
i (0)S

z
i (u)〉−q] with respect to u. Now we consider the time-dependent

Hamiltonian H(s) = (1 − s)H0 − s
∑

i S
x
i , where s = t/τ is the time normalised

by the runtime and H0 is the problem Hamiltonian. What Young et al. showed by
a quantum Monte Carlo simulation in Ref. [441] are as follows. (1) For some in-
stances of Exact Cover, the spin glass order parameter q as a function of s exhibits
a discontinuity between different values. When this discontinuous transition occurs,
q drops abruptly and then rises up to a different value. (2) The energy gap takes
a minimum simultaneously with q . Its value are much smaller compared to those
for instances in the absence a discontinuous transition of q . (3) The ratio of the
instances with a discontinuous transition increases up to unity with increasing the
system size.

We recall that Farhi et al. have reported a polynomial scaling of the median run-
time to get a solution in the same problem on the basis of simulation for system
sizes up to N = 20 [131] (see Sect. 8.4.1). In this small size regime, the probability
that an instance with a discontinuous transition is drawn is so low that almost of
all instances should be easy problems with large energy gaps. Assuming that the
energy gap at a discontinuous transition point closes exponentially with the system
size, the result of quantum Monte Carlo simulation implies that the complexity of
Exact Cover by quantum annealing turns into an exponential one with the system
size.
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Fig. 8.8 The eigenenergies
of the Hamiltonian (8.5.38)
with a = 1, b = 2, and
δ = 0.1, which bring about
anti-crossing. The energy gap
is minimised at g = 0 and
given by |δ|2

8.5.4 Anderson Localisation

In the previous subsection, we have discussed a first order quantum phase transition.
Here in this section we discuss scaling of the gap at a level anti-crossing point with
the aid of the notion of the Anderson localisation.

Let us consider a correspondence between a transverse-field Ising model and a
tight-binding model. In this correspondence, an eigenstate of the Ising Hamiltonian
with N spins is regarded as a vertex site of the N -dimensional hypercube. Then
it is easy to see that an Ising Hamiltonian and a transverse field correspond to a
potential energy on site and hopping between nearest neighbour sites. Now we con-
sider a transverse-field Ising model representing quantum annealing of Exact Cover.
By the analogy to the Anderson localisation [15], it is expected that the random-
ness in the potential energy makes the wavefunction of an eigenstate localised in
the N -dimensional space and decay exponentially with distance from the centre of
localisation. As one changes the transverse field, the energy of such localised states
changes. For simplicity we consider two levels which are close in energy. Accord-
ing to the non-crossing rule described in Sect. 8.3.1, level crossing of two levels
does not occur as far as no special symmetry or conserving quantity is present. The
Hamiltonian expressing this level anti-crossing can be written effectively as

H =
[
ag δ

δ −bg

]
, (8.5.38)

where we chose localised states as the basis. ag and −bg are the energies of lo-
calised states without tunnelling energy. g is a parameter representing the transverse
field so as to vanish at the crossing point of two levels. δ stands for the tunnelling
energy. Figure 8.8 shows two eigenvalues of (8.5.38). The minimum energy gap is
obtained, when anti-crossing takes place, as Δmin = 2|δ|2. The tunnelling energy δ

decays exponentially as the distance between the positions of two localised states
increases. Thus the minimum energy gap closes exponentially with the size N if the
distance of two lowest levels is O(N).

Let us elaborate on above argument a little further. We consider an instance of
Exact Cover which has a unique satisfied solution. We assume that this instance
consists of M clauses. The ratio α = M/N is very close to the critical value α∗
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Fig. 8.9 Schematic of energy levels of transverse field Ising models representing Exact Cover.
(a) Lowest two energy levels of a Hamiltonian with M − 1 clauses which give rise to two satisfied
solutions. (b) Lowest two energy levels of a Hamiltonian with M clauses. The addition of one
clause lifts one of the degenerated ground states at Γ = 0 by 1 or 4. For finite Γ , the lowest energy
level of the Hamiltonian of M − 1 clauses shifts upward by about 1 or 4 with a finite probability.
As a result, a level anti-crossing takes place at Γ = Γac

which divides the SAT and UNSAT phases. It is known that problems with α close
to α∗ are particularly hard and that satisfied solutions, if they exist, are different from
each other in O(N) bits when α ≈ α∗. Now we focus on M − 1 clauses for which
there are two satisfied solutions. Adding the transverse field to the Ising Hamiltonian
of M − 1 clauses, the doubly degenerated ground level separates into two levels.
When the transverse field Γ is small, these two eigenenergies decreases with the
transverse field (Fig. 8.9(a)). Let Eg(Γ ) and E1(Γ ) denote the ground and first
excited eigenenergies. We define Γ∗ such that at this point the difference of two
eigenenergies becomes 4, namely, Eg(Γ∗)+4 = E1(Γ∗). We now add the remaining
clause. Then the degeneracy of the ground state at Γ = 0 is resolved and one of the
degenerated states acquires the energy 1 or 4. When the transverse field is switched
on, one may think that the lowest level of the Hamiltonian with M − 1 clauses is
lifted with a non-zero probability by about 1 or 4 so as to connect with the excited
state at Γ = 0 (Fig. 8.9(b)). As a result, it is likely that two levels cross at a certain
Γ = Γac. Due to the non-crossing rule, this level crossing is avoided in practice
and a level anti-crossing takes place. If the shift in energy by the addition of one
clause is 4, then the anti-crossing takes place at Γ∗, namely, Γac ≈ Γ∗. On the other
hand, if the energy shift is 1, one has Γac < Γ∗. Thus one finds that Γac � Γ∗.
Altshuler et al. [10] applied the perturbation theory to this energy-level analysis,
and obtained size scaling of Γ∗ and Δmin at the anti-crossing point. The application
of perturbation theory is allowed if the energy levels of the Hamiltonian are discrete
and no continuous spectrum is involved in the thermodynamic limit. On the basis
of the theory of the Anderson localisation [1], we guess that this condition is given
by Γ < Γcr = O(N/d lnd) = O(1/ lnN), where d is the spatial dimension and
note that d = N in the present system. The results of the perturbation theory are
written as Γ∗ ∼ N−1/8 and Δmin ∼ exp(−cN lnN), where c is a constant. We refer
to Ref. [10] for the details of the perturbation theory. We note that Γ∗ � Γcr for
N � 1 implies the consistency of the perturbation theory. The results show that a
level anti-crossing takes place at Γac close to 0, and that the energy gap at anti-
crossing decays as an exponential of N lnN . We comment that Farhi et al. [132]
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have discussed an avoidance of the anti-crossing by randomising the transverse field,
and that Choi [75] has proposed a different choice for the problem Hamiltonian
which might change the exponential scaling of the minimum energy gap.

The anti-crossing at an infinitesimal Γac is contrasted with a first order quantum
phase transition which takes place at Γc = O(1). In practice, a quantum Monte
Carlo simulation of Exact Cover has shown a transition point which is rather close
to 1 [441] (see Sect. 8.5.3.3). In addition to this, Jörg et al. [206] have shown for an
random optimisation problem related to 3-SAT the presence of a first order quantum
phase transition with a transition point around Γc = 1 by means of a quantum cavity
method and a quantum Monte Carlo simulation. The consistency of the anti-crossing
at an infinitesimal Γac with the first order quantum phase transition has not been
clarified. One needs further investigation about this.

8.6 Scaling of Errors

As far as quantum annealing is performed with a finite runtime, it is inevitable to
suffer from a finite amount of errors. The decay rate of errors with runtime is an
important measure to characterise the validity of quantum annealing. In the present
section, we discuss the decay rate of errors by quantum annealing.

In the presence of a non-zero minimum energy gap, the error by quantum anneal-
ing vanishes in the infinite limit of the runtime τ → ∞. However, the runtime must
be taken to be finite in the practical situation. When the runtime is finite, according
to the quantum adiabatic theorem, the probability that an excited state is detected in
the final state is given by

∣∣〈φk|Ψ (τ)〉∣∣2 ∼ τ−2 (k = 1,2, . . .) (8.6.1)

for τ � Δ−2
min, where |φk〉 is the k-th excited state of the problem Hamiltonian H0,

|Ψ (τ)〉 is the final state after annealing, and Δmin is the minimum energy gap above
the instantaneous ground state. The residual energy is estimated as [390]

Eres = 〈Ψ (τ)
∣∣H0
∣∣Ψ (τ)

〉−Eg

= Eg
(∣∣〈φg|Ψ (τ)〉∣∣2 − 1

)+
∑

k≥1

Ek

∣∣〈φk|Ψ (τ)〉∣∣2

∼ τ−2, (8.6.2)

where Eg and Ek are the ground and excited energies of H0, and |φg〉 is the ground
state of H0. Hence one finds that the excitation probability and residual energy decay
as τ−2 with runtime τ , as far as τ � Δ−2

min.
As we have seen in the previous section, quantum phase transitions have a sig-

nificant role in understanding of quantum annealing. Let us consider a simple case
that a standard second order quantum phase transition occurs on the way of quan-
tum annealing. We assume a critical point characterised by an exponent ν for the
correlation length and a dynamical exponent z for the coherence time. Suppose that
quantum annealing is performed by changing the transverse field as Γ (t) = −t/τ
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with rate 1/τ and time t moving from t = −∞ to 0. Then the density of defects
after annealing is scaled as τ−dν/(zν+1) [318], as we mentioned in Sect. 7.2.2.2. The
residual energy density obeys the same power-law scaling. if the ground state of the
problem Hamiltonian is separated from excited states by finite energy gaps.

Apart from the standard second order quantum phase transition, the problem is
not so simple. One of the tractable systems is a random transverse field Ising chain
given by (8.5.4). Caneva et al. studied quantum annealing of this model using the
Landau-Zener transition formula [58]. Let us assume that the transverse field is
changed as Γ = −t/τ with time t moving from t = −∞ to 0. The state starting
from the ground state of the transverse-field term is likely to excite when the energy
gap to the first accessible excited state Δacc takes the minimum. The excitation
probability during the time evolution is well approximated by the Landau-Zener
formula: e−πΔ2

minτ/4α , where Δmin is the minimum of Δacc and α is the slope of
the approaching lowest two eigenenergies as functions of s = t/τ . Supposing that
Δacc is minimised at the quantum critical point and the slope is independent of the
randomness, then the average of the excitation probability at the critical point is
estimated as

Pex,cr(N) =
∫ ∞

0
e−πΔ2

accτ/4αP (Δacc,N)dΔacc, (8.6.3)

where P(Δacc,N) is the distribution function of Δacc with system size N . As
we have mentioned in Sect. 8.5.2, the distribution of the energy gap Δ between
the ground and the first excited states is a function of scaled parameter x =
− ln(Δ/Δ0)/

√
N at the quantum critical point, where Δ0 is the largest energy scale

of the system. We here make an ansatz that Δacc has the same property as Δ, namely,
P(Δacc,N)dΔacc = P(x)dx with x = − ln(Δacc/Δ0)/

√
N . It follows that

Pex,cr(N) =
∫

exp
{−κτe−2x

√
N
}
P(x)dx, (8.6.4)

where κ = πΔ2
0/4α. Defining xc = ln(κτ)/2

√
N , this is written as

Pex,cr(N) =
∫

exp
{−e−2

√
N(x−xc)

}
P(x)dx. (8.6.5)

For N � 1, the double-exponential part almost vanishes for x < xc and becomes
unity for x > xc. Hence following approximation is allowed:

Pex,cr(N) ≈
∫

θ(x − xc)P (x) dx =
∫ ∞

xc

P(x)dx ≡ Π(xc). (8.6.6)

We remark here that the location where Δacc takes the minimum distributes around
the critical point. Therefore the average of the excitation probability Pex(N) during
quantum annealing satisfies

Pex(N)� Pex,cr(N) ≈ Π(xc). (8.6.7)

Let ε be a positive small number. We define a size Nε such that Pex(Nε) = ε. Then
Eq. (8.6.7) leads to

Nε = P−1
ex (ε)� P−1

ex,cr(ε) =
(

lnκτ

2xc,ε

)2

=
(

lnκτ

2Π−1(ε)

)2

, (8.6.8)
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where xc,ε = lnκτ/2
√
Nε . By the definition of Nε , the system of size Nε after quan-

tum annealing with a given τ should remain in the ground state. Therefore one may
regard Nε as the averaged size of ferromagnetic domains after quantum annealing.
The inverse of this size corresponds to the density of kinks created during quantum
annealing. As a result the density of kinks follows [58]

ρ ∼ 1

Nε

�
(

2Π−1(ε)

lnκτ

)2

∼ (ln τ)−2. (8.6.9)

To evaluate the residual energy, consider a classical chain (Γ = 0) with length N .
Since the distribution of the coupling constant Ji is uniform between 0 and 1, the
lowest value of Ji in the chain should be of order 1/N . Therefore the lowest exci-
tation energy from the ground state should be O(1/N). Now in the infinite system,
if there are kinks with density 1/Nε , then each kink should cost an energy of or-
der 1/Nε . It turns out that the excitation energy per spin to such a state amounts to
1/N2

ε . Thus we find that the residual energy density per spin after quantum anneal-
ing obeys

εres ∼ N−2
ε � (ln τ)−4. (8.6.10)

The same result in essence for the density of kinks can be obtained by Dziarmaga
[119] using the Kibble-Zurek argument (see Sect. 7.2.2.2). The energy gap above
the ground state at the critical point typically is scaled as − lnΔtyp ∼ N1/2 [139]
with the system size N , namely

Δtyp ∼ e−const.×N1/2
. (8.6.11)

The correlation length ξ is scaled as [139]

ξ ∼ γ−2, (8.6.12)

where γ = (Γ − Γc)/Γc is the dimensionless parameter. Supposing the schedule
of annealing as γ = −t/τ , the equality between the coherence time Δ−1

typ and the
remaining time to the critical point |t | yields

τγ = econst.×γ−1
, (8.6.13)

where we remark N ≈ ξ . This equation of γ cannot be solved analytically, but one
has

γ̂ = A

ln τ γ̂
, (8.6.14)

where γ̂ represents the solution of (8.6.13) and A is a constant. Equations (8.6.12)
and (8.6.14) yield

ξ̂ ∼ γ̂−2 ∼ (ln τ)2. (8.6.15)

Supposing that the growth of the correlation length stops at ξ̂ , the density of kinks
after annealing is estimated as

ρ ∼ ξ̂−1 ∼ (ln τ)
2
. (8.6.16)
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It is significant to compare the results for scaling of kink density and residual
energy after quantum annealing to those after simulated annealing. Assuming the
Glauber model as the spin dynamics at finite temperature [105, 156] and applying
the Kibble-Zurek argument, one obtains the scaling of the density of kinks as [389]

ρSA ∼ (ln τ)−1, (8.6.17)

and the scaling of residual energy per spin as

εSA
res ∼ (ln τ)−2. (8.6.18)

Comparing (8.6.9) and (8.6.10) with (8.6.17) and (8.6.18) respectively, it turns out
that quantum annealing brings faster decays of density of kinks and residual energy
than simulated annealing. In this sense, quantum annealing performs better than
simulated annealing in the present system.

8.7 Convergence Theorems

We mentioned in Sect. 8.3.2 on the basis of the quantum adiabatic theorem that
quantum annealing succeeds in optimisation if the change in the time-dependent
Hamiltonian is sufficiently slow. In this section, we focus on the degree of freedom
on the time-dependence of the transverse field and provide conditions which ensures
convergence of quantum annealing in a generic optimisation problem.

8.7.1 Sufficient Condition of the Schedule

We consider an Ising model in a transverse field

H(t) = H0 − Γ (t)

N∑

i

Sx
i , (8.7.1)

where H0 denotes an Ising model. We do not specify the detail of H0 but assume
that the range of the eigenvalues of H0 is of order of the system size N . We assume
that Γ (t) is a monotonic decreasing function of time t . Initially Γ (t) is so large
that the transverse-field term dominates the total Hamiltonian, and it vanishes for
t → ∞. Let the system be in the ground state initially. Morita and Nishimori [281]
provided the following theorem on a condition of Γ (t) that ensures the adiabatic
time evolution.

Theorem 8.3 Let ε be a nonzero positive small number such that 0 < ε � 1. For
a given positive number t0, a sufficient condition of Γ (t) for the adiabatic time
evolution is given by

Γ (t) = A(εt +B)−1/(2N−1) for t > t0, (8.7.2)

where A and B are constants which are of O(N0) and exponentially large in N

respectively.
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We note that under this condition the excitation probability is bounded by ε2 at
any time t > t0.

Proof We recall the condition (8.3.43) for the adiabatic approximation. The condi-
tion for the adiabatic evolution with a time-dependent Hamiltonian H(t) is written
as

1

{Δm0(t)}2

∣∣∣∣
〈
φm(t)

∣∣dH(t)

dt

∣∣φ0(t)
〉∣∣∣∣≤ ε � 1 for all t ≥ 0, (8.7.3)

where Δm0(t) denotes the energy gap between the instantaneous ground state
|φ0(t)〉 and the mth excited state |φm(t)〉 of H(t), and ε is a nonzero positive small
number.

We first focus on the matrix element of dH(t)/dt . It is easy to see
∣∣∣∣
〈
φj (t)

∣∣dH(t)

dt

∣∣φ0(t)
〉∣∣∣∣≤ −N

dΓ (t)

dt
, (8.7.4)

since only the transverse-field Γ (t) in (8.7.1) depends on time and the matrix ele-
ment of Sx

i is at most unity in the absolute value. Note that dΓ (t)/dt is negative.
We next look into the instantaneous energy gap Δm0(t). In order to give a bound

on Δm0(t), we make use of the Hopf’s theorem stated as follows.

For a strictly positive matrix M (i.e., Mmn > 0 for any m and n), there exists
a positive eigenvalue λ0 which satisfies

|λ| ≤ κ − 1

κ + 1
λ0 for any other eigenvalue λ of M, (8.7.5)

where κ is defined by

κ = max
l,m,n

{
Mln

Mmn

}
. (8.7.6)

This theorem is a sharpened version of the Perron-Frobenius theorem for a non-
negative matrix M (i.e., M ≥ 0 for any i and j ). We refer to Sect. 8.A.1 for the
proof.

Now let us choose M = (E
(0)
max + Γ0 −H(t))N , where E

(0)
max is the largest eigen-

value of H0 and Γ0 = Γ (t0). Note that Γ (t) < Γ0 for t > t0. With the basis which
makes H0 diagonal, M is strictly positive for N > 1 and Γ (t) > 0 since all ele-
ments of M1/N are non-negative and irreducible (which means that any eigenstate
can move to any other by applying M1/N at most N times). The Hopf’s theorem
leads to the following inequality:

(
E(0)

max + Γ0 − εm(t)
)N ≤ κ − 1

κ + 1

(
E(0)

max + Γ0 − ε0(t)
)N for m ≥ 1, (8.7.7)

where ε0(t) and εm(t) are the instantaneous ground and mth eigenenergies of H(t)

respectively.
κ in (8.7.7) is evaluated as follows. At first, notice that the minimum element of

M is attained by a pair of states which have mutually opposite spins. It is given by

min
m,n

{Mmn} = N !Γ N(t), (8.7.8)
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where note that N ! comes from the number of paths which connects two states with
N times of single-spin flips. Regarding the maximum element of M , one has the
following inequality

[
E(0)

max + Γ0 −H(t)
]
mn

≤
[
E(0)

max + Γ0 −E
(0)
min + Γ (t)

N∑

i

σ x
i

]

mn

≤ E(0)
max + Γ0 −E

(0)
min + Γ (t)N <E(0)

max + Γ0 −E
(0)
min +Nδ,

which yields an upper bound for M :

max
i,j

{Mij } <
(
E(0)

max −E
(0)
min + (N + 1)Γ0

)N
, (8.7.9)

where E
(0)
min is the smallest eigenvalue of H0. From (8.7.8) and (8.7.9), we obtain an

upper bound for κ :

κ ≤ (E
(0)
max −E

(0)
min + (N + 1)Γ0)

N

N !Γ N(t)
. (8.7.10)

On the other hand, since maxm,n{Mmn} ≥ E
(0)
max +Γ0 −E

(0)
min ∼ O(N), κ is bounded

from below as

κ ≥ (E
(0)
max + Γ0 −E

(0)
min)

N

N !Γ N
0

> 1.

With this bound and inequality {(1 − x)/(1 + x)}1/N ≤ (1 − x)1/N ≤ 1 − x/N for
0 ≤ x ≤ 1, (8.7.7) yields

E(0)
max + Γ0 − εm(t) ≤

(
1 − 1/κ

1 + 1/κ

)1/N (
E(0)

max + Γ0 − ε0(t)
)

≤
(

1 − 1

Nκ

)(
E(0)

max + Γ0 − ε0(t)
)
. (8.7.11)

This inequality is arranged into

Δm0(t) ≥ 2

Nκ

(
E(0)

max + Γ0 − ε0(t)
)
>

2

Nκ

(
E(0)

max − ε0(t)
)
, (8.7.12)

where we note Δm0(t) = εm(t)− ε0(t). Combining (8.7.10) and (8.7.12), we obtain

Δm0(t) > ANΓ N(t) (8.7.13)

with

AN = 2N !(E0
max − ε0(t))

N(E
(0)
max −E

(0)
min + (N + 1)Γ0)N

≈ 2
√

2π/Ne−N
(
E(0)

max −E
(0)
min

)( N

E
(0)
max −E

(0)
min + (N + 1)Γ0

)N

,

(8.7.14)
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where we used the Stirling’s approximation, N ! ≈ √
2πNe−NNN , and made

E
(0)
max − ε0(t) ≈ E

(0)
max − E

(0)
min since E

(0)
min − ε0(t) ≈ O(Γ 2) � 1 while E

(0)
max −

E
(0)
min � 1.
Now we return to the adiabatic condition (8.7.3). Inequalities (8.7.4) and (8.7.13)

yields

1

Δ2
j (t)

∣∣∣∣
〈
φj (t)

∣∣dH(t)

dt

∣∣φ0(t)
〉∣∣∣∣< − N

A2
NΓ 2N(t)

dΓ (t)

dt
. (8.7.15)

Therefore it turns out that a sufficient condition for the adiabaticity is

− N

A2
NΓ 2N(t)

dΓ (t)

dt
= ε � 1. (8.7.16)

Integrating this equation, one obtains

Γ (t) = A
(
ε(t − t0)+B

)−1/(2N−1)
, (8.7.17)

where A = A
−2/(2N−1)
N {(2N − 1)/N}−1/(2N−1) and B = N/{(2N − 1)A2

NΓ 2N−1
0 }.

It turns out from (8.7.14) that A ∼ O(N0) and that B is exponentially large in N for
N � 1. �

8.7.1.1 Complexity

We showed above that a sufficient condition of Γ (t) for the adiabatic evolution is
its schedule which has the time dependence t−1/(2N−1) for t → ∞. However this
does not mean that the optimisation problem can be solved in a polynomial time.
Here we show that the computational complexity is still exponential with respect to
the size of problem.

Assuming the schedule (8.7.17), the system evolves adiabatically and the solution
is obtained with high probability when the transverse field becomes Γ (t) � 1. Let
δ1 be a positive small number, i.e., δ1 � 1. The computational complexity is defined
by the time t∗ such that Γ (t∗) = δ1, namely,

A
(
ε
(
t∗ − t0

)+B
)−1/(2N−1) = δ1. (8.7.18)

Recalling the definitions of A and B , one obtains

t∗ − t0 = Γ0

εA2
NΓ 2N

0

N

2N − 1

{(
Γ0

δ1

)2N−1

− 1

}
. (8.7.19)

Since, ANΓ N
0 is exponentially small in N for large N , it is shown that t∗ grows

exponentially with N .
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8.7.2 Convergence Condition of Quantum Annealing
with Quantum Monte Carlo Dynamics

One of the possible ways to implement quantum annealing using a classical com-
puter is to make use of a quantum Monte Carlo method. Of course, the stochas-
tic dynamics generated by the quantum Monte Carlo method is different from the
Schrödinger dynamics, and the quantum adiabatic theorem does not serve as a base
of quantum annealing. In this subsection we focus on quantum annealing using the
quantum Monte Carlo dynamics. The convergence of quantum annealing with quan-
tum Monte Carlo dynamics was studied by Morita and Nishimori [280]. In a quan-
tum Monte Carlo method, a transverse Ising Hamiltonian is mapped to an effective
classical Hamiltonian [386]. Quantum annealing is then implemented by changing
a parameter, which is related to the transverse field with the Monte Carlo step [259].
Morita and Nishimori extended the convergence theorem of simulated annealing by
Geman and Geman [155] to dynamics of such effective classical systems.

We consider a time-dependent transverse Ising model of the form of (8.7.1). As
is mentioned in Sect. 3.1, the transverse Ising model in d-dimension can be mapped
to an Ising model in (d + 1)-dimension. The effective Hamiltonian after mapping
can be written as (see Eq. (3.1.8))

Heff = β

M

M∑

k=1

H
(k)
0 −KM(t)

∑

i

Si,kSi,k+1,

where H
(k)
0 stands for the Ising model part in the original Hamiltonian, k is an

index representing the Trotter slice, M is the number of Trotter slices, and KM(t) =
1
2 ln coth β

M
Γ (t). The effective partition function of the system is given by

Z(t) = Tr exp(−Heff) = Tr exp

[
− β

M

M∑

k=1

H
(k)
0 +KM(t)

M∑

k=1

∑

i

Si,kSi,k+1

]
,

(8.7.20)

where this partition function coincides with the exact partition function of the orig-
inal system when M → ∞. We now define effective temperatures T0 = M/β and
T1(t) = 1/KM(t). Using these notations, the partition function (8.7.20) can be writ-
ten as

Z(t) = Tr exp

[
−F0

T0
− F1

T1(t)

]
,

where

F0 =
M∑

k=1

H
(k)
0 , F1 = −

M∑

k=1

∑

i

Si,kSi,k+1.

From now on, we use an abstract notation x for the Ising-spin state {Si,k}. We sub-
stitute F0,x and F1,x for F0 and F1 to show x-dependence of these quantities.



8.7 Convergence Theorems 263

We next define sets of the Ising-spin states. Let Sx be a set of the states which are
accessible from a state x in a single Monte Carlo step, and SΛ be a set of the states
x’s which give F1,x such that F1,x ≥ F1,x′ for all x′ ∈ Sx . S̄Λ is the complementary
set to SΛ.

We define the maxima of energy differences:

L0 = max
x

{
max
x′∈Sx

|F0,x′ − F0,x |
}
, (8.7.21)

and

L1 = max
x

{
max
x′∈Sx

|F1,x′ − F1,x |
}
. (8.7.22)

We furthermore define

R = min
x∈S̄Λ

{
max
x′ dx′x

}
, (8.7.23)

where dx′x is the number of the smallest Monte Carlo steps needed to bring the state
from x to x′. Note that dx′x can be seen as a distance between x and x′. Roughly
speaking, R is the smallest number of steps needed to move from a state to an
arbitrary state.

Hereafter we follow the convention that the time t stands for the Monte Carlo
step. Let Gx′x(t) be the time-dependent transition probability from a state x to x′
given by

Gx′x(t) =
{
px′xA(Qx′(t)/Qx(t)) for x′ �= x

−∑x′′ px′′xA(Qx′′(t)/Qx(t)) for x′ = x
, (8.7.24)

where px′x is the probability that x′ is chosen in the single Monte Carlo step from x.
px′x must satisfy px′x ≥ 0, pxx = 0,

∑
x′ px′x = 1. In addition, we assume pxx′ =

px′,x and that there exists a positive number s such that
∑

x1,...,xs−1

px′xs−1 · · ·px1x > 0

for any x and x′. A(u) is a monotonically increasing function, for which we assume

0 <A(u) ≤ 1 and A(1/u) = A(u)/u for u > 0. (8.7.25)

Qx(t) is defined by

Qx(t) = 1

Z(t)
exp

[
−F0, x

T0
− F1,x

T1(t)

]
, (8.7.26)

The convergence theorem of quantum annealing with the quantum Monte Carlo
dynamics is stated as follows.

Theorem 8.4 If the time dependence of the effective temperature T1(t) follows

T1(t) ≥ RL1

ln(t + 2)
, (8.7.27)
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or equivalently, if the transverse field follows

Γ (t) ≥ M

β
tanh−1 1

(t + 2)2/RL1
, (8.7.28)

then the distribution generated by Gx′x(t) converges to the distribution

Q 
x = 1

Z∗ exp

(
−F0,x

T0

)
, Z =

∑

x

exp

(
−F0,x

T0

)
. (8.7.29)

We note that (8.7.28) reduces to

Γ (t) ≥ M

β

1

(t + 2)2/RL1
(8.7.30)

for t � 1. This is contrasted with the logarithmic schedule of the temperature in
simulated annealing [155]: T (t) ≥ c/ ln t , where c is a constant.

The proof of this theorem is attained by showing that this Markov chain possesses
the strong ergodicity described below.

We first show following lemmas. Let w be the minimum of px′x with respect to
x′ ∈ Sx and x, namely,

p0 = min
x

{
min
x′∈Sx

px′x
}
. (8.7.31)

Lemma 8.1 For any x, x′ ∈ Sx , and t , one has

Gx′x(t) ≥ p0A(1) exp

(
−L0

T0
− L1

T1(t)

)
. (8.7.32)

Lemma 8.2 For any x ∈ S̄Λ, there exists t1 such that

Gxx(t) ≥ p0A(1) exp

(
−L0

T0
− L1

T1(t)

)
for any t ≥ t1. (8.7.33)

Proof of Lemma 8.1 We define

a = F0,x′ − F0,x

T0
+ F1,x′ − F1,x

T1(t)
= ln

Qx(t)

Qx′(t)
,

namely e−a = Qx′(t)/Qx(t). From Eqs. (8.7.21) and (8.7.22), one can see that

a ≤ L0

T0
+ L1

T1(t)
,

and hence

e−a ≥ exp

(
−L0

T0
− L1

T1(t)

)
. (8.7.34)

Now, the definition (8.7.31) of p0 leads to

px′x ≥ p0 (8.7.35)
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for any x and x′ ∈ Sx . Using (8.7.25), (8.7.34), (8.7.35) and the monotonicity of
A(u), if a > 0, one has

Gx′x(t) = px′xA
(
e−a
)≥ p0e

−aA
(
ea
)
>p0e

−aA(1)

≥ p0A(1) exp

(
−L0

T0
− L1

T1(t)

)
.

If a ≤ 0 on the other hand, since A(e−a) ≥ A(1), one has

Gx′x(t) ≥ p0A
(
e−a
)≥ p0A(1) ≥ p0A(1) exp

(
−L0

T0
− L1

T1(t)

)
.

Therefore inequality (8.7.32) is shown for any x, x′ ∈ Sx and t . �

Proof of Lemma 8.2 For any x ∈ S̄Λ, there exists x′ ∈ Sx such that F1,x′ > F1,x .
For such an x′, one has

lim
t→∞ exp

(
−F0,x′ − F0,x

T0
− F1,x′ − F1,x

T1(t)

)
= 0.

Besides, because of A(u) = uA(1/u) ≤ u for u ≤ 1, one has

lim
t→∞A

(
Qx′(t)

Qx(t)

)
≤ lim

t→∞
Qx′(t)

Qx(t)
= 0.

Therefore there exists a number t0 for a given positive number ε0 such that

A

(
Qx′(t)

Qx(t)

)
≤ ε0 for all t ≥ t0.

Using this inequality and A(u) ≤ 1, it is shown for t ≥ t0 that

∑

x′′
px′′xA

(
Qx′′(t)

Qx(t)

)
= px′xA

(
Qx′(t)

Qx(t)

)
+
∑

x′′ �=x′
px′′xA

(
Qx′′(t)

Qx(t)

)

≤ px′xε0 +
∑

x′′ �=x′
px′′x = ε0px′x + 1 − px′x

= 1 − (1 − ε0)px′x.

Therefore one obtains for t ≥ t1

Gxx(t) ≥ (1 − ε0)px′,x ≥ (1 − ε0)p0.

Noting that

lim
t→∞p0A(1) exp

(
−L0

T0
− L1

T1(t)

)
= 0,

there exists a positive number t1 for given positive numbers ε0 and ε1 ≤ (1 − ε0)p0
such that

Gxx(t) ≥ (1 − ε0)p0 ≥ ε1 ≥ p0A(1) exp

(
−L0

T0
− L1

T1(t)

)
for all t ≥ t1.

Thus Lemma 8.2 is proved. �
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We next prove that our Markov chain has the weak ergodicity. To this end, we
introduce the transition probability Gx′x(t ′, t) from a state x at Monte Carlo time t to
x′ at t ′ > t . Due to the Chapman-Kolmogorov equation, one can write Gx′x(t + s, t)

in terms of Gx′x(t) as

Gx′x(t + s, t) =
∑

xs−1,...,x2,x1

Gx′xs−1(t + s − 1) · · ·Gx2x1(t + 1)Gx1x(t). (8.7.36)

Details of this equation is provided in Sect. 8.A.3.1. Using the matrix notation,
G(t ′, t) and G(t), for Gx′,x(t ′, t) and Gx′,x(t), (8.7.36) is simplified into

Gx′x(t + s, t) = [G(t + s − 1) · · ·G(t + 1)G(t)
]
x′x.

The definition of the weak ergodicity is given by

sup
P0,Q0

[∑

x′

∣∣∣∣
∑

x

Gx′x(t + s, t)P0,x −
∑

x

Gx′x(t + s, t)Q0,x

∣∣∣∣

]
s→∞−→ 0 for any t.

(8.7.37)

The weak ergodicity implies that the distribution generated by a Markov chain be-
comes independent of the initial distribution for long Monte-Carlo times.

Proof (Weak ergodicity) In order to prove the weak ergodicity, we call for the weak
ergodic theorem. We define the ergodic coefficient α(G(t ′, t)) by

α
(
G
(
t ′, t
))= max

x′′,x′

[∑

x

max
{
0,Gxx′′

(
t ′, t
)−Gxx′

(
t ′, t
)}]

. (8.7.38)

Observing
∑

x Gxx′(t ′, t) = 1 and
∑

x

max
{
0,Gxx′′

(
t ′, t
)−Gxx′

(
t ′, t
)}

=
∑

x

[
Gxx′′

(
t ′, t
)− min

{
Gxx′′

(
t ′, t
)
,Gxx′

(
t ′, t
)}]

= 1 −
∑

x

min
{
Gxx′′

(
t ′, t
)
,Gxx′

(
t ′, t
)}
,

one can arrange (8.7.38) into

α
(
G
(
t ′, t
))= 1 − min

x′′,x′

[∑

x

min
{
Gxx′′

(
t ′, t
)
,Gxx′

(
t ′, t
)}]

. (8.7.39)

The weak ergodic theorem is stated as follows.

Let {ti} (i = 1,2, . . .) be an ascending sequence of time such that ti < tj for
i < j . The necessary and sufficient condition for the weak ergodicity is given
by

∞∑

i=1

{
1 − α

(
G(ti+1, ti )

)}= ∞. (8.7.40)
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Details of this theorem is included in Sect. 8.A.3.3. We shall show that the transition
probability defined by (8.7.24) satisfies (8.7.40).

Let x∗ be the state which belongs to S̄Λ and gives maxx′ {dx′x∗} = R. By the
definition of R in (8.7.23), the state x∗ can be reached from an arbitrary state by at
most R Monte Carlo steps. We consider a Markov chain which brings the system to
x∗ at the Monte Carlo time t from x at t −R:

Gx∗x(t, t −R) =
∑

x1,x2,...,xR−1

Gx∗xR−1(t − 1) · · ·Gx2x1(t −R + 1)Gx1x(t −R).

One finds from the definition of x∗ that there exists a number l (0 ≤ l ≤ R) and a
sequence of transitions from x to x∗ such that

x = x0 �= x1 �= x2 �= · · · �= xl = xl+1 = · · · = xR = x∗.

For the transition from xi to xi+1 with 0 ≤ i < l, Lemma 8.1 gives

Gxi+1xi (t −R + i) = pxi+1xiA

(
Qxi+1(t −R + i)

Qxi (t −R + i)

)

≥ p0A(1) exp

(
−L0

T0
− L1

T1(t −R + 1)

)
.

With i ≥ l, Lemma 8.2 guarantees that there exists a positive integer t ′1 such that for
t ≥ t ′1 one has

Gxi+1xi (t −R + i) = Gx∗x∗(t −R + i)

≥ p0A(1) exp

(
−L0

T0
− L1

T1(t −R + 1)

)
.

Therefore one obtains for t ≥ t ′1

Gx∗x(t, t −R) ≥ Gx∗xR−1(t − 1) · · ·Gx2x1(t −R + 1)Gx1x(t −R)

≥ (p0A(1)
)R exp

(
−RL0

T0
−

R−1∑

i=0

L1

T1(t −R + i)

)

≥ (p0A(1)
)R exp

(
−RL0

T0
− L1

T1(t − 1)

)
,

where we used the monotonicity of T (t) at the last inequality. Now we evaluate the
ergodic coefficient. For sufficiently large t , we have
∑

x

min
{
Gxx′′(t, t −R),Gxx′(t, t −R)

}≥ min
{
Gx∗x′′(t, t −R),Gx∗x′(t, t −R)

}

≥ (p0A(1)
)R exp

(
−RL0

T0
− L1

T1(t − 1)

)
.

Notice here that the right hand side is independent of x′′ and x′. Taking the minimum
with respect to x′′ and x′, this inequality yields
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min
x′,x′′

[∑

x

min
{
Gxx′′(t, t −R),Gxx′(t, t −R)

}]

= 1 − α
(
G(t, t −R)

)≥ (p0A(1)
)R exp

(
−RL0

T0
− L1

T1(t − 1)

)
.

Therefore there exists a positive integer k0 such that k0R ≥ t ′1 and the following
inequality holds for k ≥ k0:

1 − α
(
G(kR,kR −R)

)≥ (p0A(1)
)R exp

(
−RL0

T0
− L1

T1(kR − 1)

)
.

We substitute (8.7.27) for T1 in the right hand side. Then it is shown

∞∑

k=0

{
1 − α

(
G(kR,kR − 1)

)}≥ (p0A(1)
)R exp

(
−RL0

T0

) ∞∑

k≥k0

1

kR + 1
= ∞.

(8.7.41)

Therefore, by the weak ergodic theorem, it is proved that a Markov chain generated
by the transition probability (8.7.24) has the weak ergodicity. �

We shall finally prove that our Markov chain has the strong ergodicity. The defi-
nition of the strong ergodicity is given by

lim
t→∞

∑

x′

∣∣∣∣
∑

x

Gx′x(t,0)P0,x −Q 
x′

∣∣∣∣= 0, (8.7.42)

where P0,x is an arbitrary initial distribution and Q 
x = limt→∞ Qx(t) with the equi-

librium distribution Qx(t) of Gx′x(t), which satisfies Qx′(t) = Gx′x(t)Qx(t). The
strong ergodicity implies that the distribution generated by G(t) from an arbitrary
initial distribution converges to a unique distribution Q∗ with t → ∞.

Proof (Strong ergodicity) To accomplish the proof of the strong ergodicity, we re-
sort to the strong ergodic theorem. The strong ergodic theorem is stated as follows.

Assume that

(i) a Markov chain generated by G(t) is weakly ergodic,
(ii) there exists an equilibrium distribution Q(t) such that Qx′(t) =∑

x Gx′x(t)Qx(t) for any t ,
(iii) the equilibrium distribution Q(t) satisfies

∞∑

t=0

∑

x

∣∣Qx(t + 1)−Qx(t)
∣∣< ∞. (8.7.43)

Then the Markov chain has the strong ergodicity.

We refer to Sect. 8.A.3.3 for details of this theorem. Here we are going to prove that
the three conditions (i), (ii), and (iii) are satisfied by the transition probability G(t)

defined by (8.7.24) and the distribution Q(t) by (8.7.26).
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The satisfaction of the condition (i) has been already mentioned. That of condi-
tion (ii) is easily shown by noting px′x = pxx′ and A(Qx′/Qx) = A(Qx/Qx′)Qx′/
Qx in (8.7.24). Here we see that the condition (iii) is satisfied.

Define F1,min = minx F1,x and Δ1,x = F1,x − F1,min. We write a set of x which
provides F1,x = F1,min as S1,min and its complementary set as S̄1,min. For x ∈
S1,min, one can write

Qx(t) = exp(−F0,x
T0

− F1,min
T1(t)

)

∑
x′ exp(−F0,x′

T0
− F1,x′

T1(t)
)

= exp(−F0,x
T0

)

∑
x′∈S1,min

exp(−F0,x′
T0

)+∑
x′∈S̄1,min

exp(−F0,x′
T0

− Δ1,x′
T1(t)

)
.

Since T1(t + 1) < T1(t) and Δ1,x′ > 0 for x′ ∈ S̄1,min, one has

exp

(
− Δ1,x′

T1(t + 1)

)
< exp

(
−Δ1,x′

T1(t)

)
,

which leads us to Qx(t + 1) > Qx(t). On the other hand, for x ∈ S̄1,min, one can
write

Qx(t) = exp(−F0,x
T0

− Δ1,x
T1(t)

)

∑
x′∈S1,min

exp(−F0,x′
T0

)+∑
x′∈S̄1,min

exp(−F0,x′
T0

− Δ1,x′
T1(t)

)
.

The derivative of this by t yields

d

dt
Qx(t) = dT1(t)

dt

{
Δ1,x −

∑

x′∈S̄1,min

Δ1,x′Qx′(t)

}
Qx(t)

T1(t)2
.

Notice that dT1(t)/dt < 0 and Δ1,x −∑
x′∈S̄1,min

Δ1,x′Qx′(t) > 0 for sufficiently

large t since Qx′(t) with x′ ∈ S̄1,min vanishes with t → ∞. Hence there exists a
number t2 < ∞ such that dQx(t)/dt < 0 for all t ≥ t2. This results in Qx(t + 1) <
Qx(t) for any t ≥ t2. Using these relations between Q(t + 1) and Q(t), one can
show

∑

x

∣∣Qx(t + 1)−Qx(t)
∣∣=

∑

x∈S1,min

(
Qx(t + 1)−Qx(t)

)

+
∑

x∈S̄1,min

(
Qx(t)−Qx(t + 1)

)

= 2
∑

x∈S1,min

(
Qx(t + 1)−Qx(t)

)
,

by which one obtains
∞∑

t=t2

∑

x

∣∣Qx(t + 1)−Qx(t)
∣∣= 2

∑

x∈S1,min

(
Qx(∞)−Qx(t2)

)≤ 2.
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Therefore it is shown

∞∑

t=0

∑

x

∣∣Qx(t + 1)−Qx(t)
∣∣=

t2−1∑

t=0

∑

x

∣∣Qx(t + 1)−Qx(t)
∣∣

+
∞∑

t=t2

∑

x

∣∣Qx(t + 1)−Qx(t)
∣∣

≤
t2−1∑

t=0

∑

x

∣∣Qx(t + 1)−Qx(t)
∣∣+ 2

≤
t2−1∑

t=0

∑

x

(
Qx(t + 1)+Qx(t)

)+ 2

= 2t2 + 2 < ∞.

Thus we verified that the condition (iii) is satisfied. It follows that the Markov chain
defined by (8.7.24)–(8.7.27) has the strong ergodicity and the distribution generated
by this Markov chain converges to Q∗ defined by (8.7.29). �

8.8 Conclusion

Quantum annealing is known as a quantum mechanical algorithm which can be
implemented using the quantum computer. We mentioned some studies regarding
the size scaling of energy gaps in Sect. 8.5. The size scaling of energy gaps is related
to the power of quantum annealing as quantum computation. So far there have been
several evidences that the exponential complexity of NP-complete problems cannot
be relaxed by quantum annealing. It is probable that quantum annealing is not an
almighty algorithm for hard optimisation problems. However, it is too early to be
discouraged. There could be unknown paths of quantum annealing which do not
encounter exponential closing of the energy gap [351]. In addition, there is still
a possibility that NP-complete problems which are solved by quantum annealing
efficiently will be found. As for the latter possibility, the Ising spin glass on the cubic
lattice might be a candidate. The energy minimisation of this model has been proved
to be an NP-hard problem [23]. If the quantum phase transition of this model in the
transverse field belongs to an infinite randomness fixed point with ψ < 1 [236], then
the complexity reduces to a subexponential one (see (8.5.12) in Sect. 8.5.2).

Comparison between quantum annealing and simulated annealing is a significant
topic in order to highlight the validity of a quantum annealing. We mentioned in
Sect. 8.6 that residual energy after quantum annealing decays faster than simulated
annealing in the one-dimensional random Ising model. Apart from this model, no
generic theory which shows the convergence of residual errors after quantum an-
nealing has been established. In contrast, the Huse-Fisher law [185] is known for
residual energy after simulated annealing in generic systems. It is a future task to



8.8 Conclusion 271

make a theory for the convergence of residual errors after quantum annealing in
generic systems and show the validity of quantum annealing in comparison to sim-
ulated annealing.

In Sect. 8.7, we presented theorems on sufficient conditions of convergence of
quantum annealings with the real-time dynamics and the quantum Monte Carlo dy-
namics. Morita and Nishimori have provided several theorems in Ref. [282], some
of which are not included in Sect. 8.7. We list them as follows:

• Sufficient conditions on the coefficient Γ (t) of the transverse field to guaran-
tee the convergence of quantum annealing with real-time dynamics (presented in
Sect. 8.7.1).

• Sufficient conditions on the coefficient Γ (t) of the transverse field and two-body
interactions, −Γ (t)(

∑
i S

x
i +∑ij S

x
i S

x
j ), to guarantee the convergence of quan-

tum annealing with real-time dynamics.
• Sufficient conditions on the coefficient Γ (t) of many-body interactions, −Γ (t)×∏

i (1 + Sx
i ), to guarantee the convergence of quantum annealing with real-time

dynamics.
• Sufficient conditions on the coefficient Γ (t) of the transverse field to guarantee

the convergence of quantum annealing with standard quantum Monte Carlo dy-
namics (presented in Sect. 8.7.2).

• Sufficient conditions on the coefficient Γ (t) of the transverse field to guarantee
the weak ergodicity of quantum annealing with a quantum Monte Carlo dynamics
using a generalised transition probability [404].

• Sufficient conditions on the time-dependent mass m(t) to guarantee the conver-
gence of quantum annealing with standard quantum Monte Carlo dynamics in a
system of distinguishable particles in a finite continuous space.

• Sufficient conditions on the coefficient Γ (t) of the transverse field to guarantee
the convergence of quantum annealing with Green’s function quantum Monte
Carlo dynamics.

It is noteworthy that the schedule of the coefficient Γ (t) of the transverse field
appearing in the sufficient conditions of the convergence of quantum annealing
with standard quantum Monte Carlo dynamics depends on a power of t for t � 1,
whereas that of temperature T (t) given by Geman and Geman for simulated anneal-
ing depends on t as 1/ ln t . If Γ and T are equivalent, this fact means that the con-
vergence of quantum annealing is faster than simulated annealing. However, it is not
necessarily true. Recalling the Suzuki-Trotter mapping, 1/KM = 2/ ln coth(βΓ/M)

gives an effective temperature, where β and M are the inverse of real temperature
and the number of the Trotter slices. This shows that the coefficient of the transverse
field has a non-linear relation with an effective temperature. In order to compare the
speed of convergence between quantum annealing and simulated annealing, one
needs to investigate the convergence of a quantity which is common to both meth-
ods. This remains to be studied.

There are several missing topics related to quantum annealing in this chapter.
Among them, probably the most important topic is an equivalence between quantum
annealing and the standard model of quantum computation. The standard model
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means the gate-based circuit model [295]. Their equivalence implies that in principle
any gate-based quantum computation can be mapped to quantum annealing and vice
versa. It follows that quantum annealing can be seen as one of the most basic model
of quantum computation. We refer to Refs. [6, 278] for details.

Quantum annealing is still an active research subject. We expect further develop-
ment in the study of this subject, which leads us to deeper understanding of quantum
computation as well as quantum disordered systems.

Appendix 8.A

8.A.1 Hopf’s Theorem

In this appendix, we shall prove the Hopf’s theorem [177]. The Hopf’s theorem is
given by Theorem 8.8. To prove this, we show Theorems 8.5–8.7 in advance.

Suppose that M is a m×m matrix and v is a column vector with m components.
We use simplified notation M ≥ 0 and M > 0 to represent Mij ≥ 0 and Mij > 0 for
any i and j respectively. Also, v ≥ 0 and v > 0 imply vi ≥ 0 and vi > 0 for any ith
component respectively. v = 0 means that all components of v are zero. As usual,
we write the product of a matrix M and a vector v as Mv, namely,

[Mv]i =
m∑

j

Mij vj .

We introduce following notations,

osc
i
(vi) = max

i
(vi)− min

i
(vi) for a real vector v,

Osc
i
(vi) = sup

|η|=1
osc
i

Re(ηvi) = sup
φ

osc
i

|vi | cos(φ + θi) for a complex vector v

where θi is a phase of vi . For any complex number c and a complex vector v, one
has

Osc
i
(cvi) = sup

φ

osc
i

|c||vi | cos(φ + α + θi) = |c| sup
ψ

osc
i

|vi | cos(ψ + θi)

= |c|Osc
i
(vi). (8.A.1)

We assume in the following part of this Appendix that M is a positive matrix,
namely, M > 0. The positivity of M is equivalent to

Mv > 0 for any v which is v ≥ 0 and v �= 0. (8.A.2)

We next assume that the ratio Mik/Mjk is bounded, namely, there exists a positive
number κ < +∞ such that

Mik

Mjk

≤ κ for all i, j, and k. (8.A.3)
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One may write this assumption with a vector v such that v ≥ 0 and v �= 0 as

[Mv]i
[Mv]j ≤ κ for all i, j, and v (≥ 0, �= 0). (8.A.4)

Under assumptions (8.A.2) and (8.A.4), we have the following theorem.

Theorem 8.5 If M satisfies the conditions (8.A.2) and (8.A.4), for any vector p > 0
and complex-valued vector v

Osc
i

( [Mv]i
[Mp]i

)
≤ κ − 1

κ + 1
Osc
i

(
vi

pi

)
. (8.A.5)

Proof Consider first a real-valued vector v. Define Xk for fixed i, j , and p > 0 by

[Mv]i
[Mp]i − [Mv]j

[Mp]j =
m∑

k=1

Xkvk, (8.A.6)

namely, Xk(i, j,p) = Mik/[Mp]i −Mjk/[Mp]j . It is easy to find that the light hand
side of (8.A.6) vanishes when v = ap with a constant a. Hence

∑
k Xkpk = 0, and

thus

[Mv]i
[Mp]i − [Mv]j

[Mp]j =
m∑

k=1

Xk(vk − apk). (8.A.7)

Suppose now

a = min
i

(
vi

pi

)
and b = max

i

(
vi

pi

)
.

Because of an identity, vk − apk = (b − a)pk − (bpk − vk), and inequality, a ≤
vk/pk ≤ b, vk − apk takes its minimum 0 when vk = apk and its maximum
(b − a)pk when vk = bpk . Therefore the right hand side of (8.A.6) for a given p
takes the maximum when

v = ap− + bp+ = ap + (b − a)p+,

where we defined

p−
i =

{
pi when Xi ≤ 0
0 when Xi > 0

, p−
i =

{
0 when Xi ≤ 0
pi when Xi > 0

.

Therefore, one gets from (8.A.6)

[Mv]i
[Mp]i − [Mv]j

[Mp]j ≤ [M{ap + (b − a)p+}]i
[Mp]i − [M{ap + (b − a)p+}]j

[Mp]j
= (b − a)

{ [Mp+]i
[Mp]i − [Mp+]j

[Mp]j
}
. (8.A.8)

Note here Mp > 0, Mp+ ≥ 0, and Mp− ≥ 0, since M > 0 and p > 0. If p− = 0
or p+ = 0, then p+ = p or p+ = 0 respectively which implies that the right hand
side of (8.A.8) vanishes. Hence we may assume both p− �= 0 and p+ �= 0, namely,
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Mp− > 0 and Mp+ > 0. It follows from this that the terms inside braces in the right
hand side of (8.A.8) can be written as

[Mp+]i
[Mp]i − [Mp+]j

[Mp]j = 1

1 + t
− 1

1 + t ′
,

where

t = [Mp−]i
[Mp+]i > 0 and t ′ = [Mp−]j

[Mp+]j > 0.

Because of the condition (8.A.4), t and t ′ are bounded from κ−1 to κ , namely,
κ ≤ κ2t ≤ κ3 and t ′ ≤ κ . Combining these inequalities, one has t ′ ≤ κ2t . Therefore

[Mp+]i
[Mp]i − [Mp+]j

[Mp]j ≤
(

1

1 + t
− 1

1 + κ2t

)
.

For t > 0 and given κ > 1, the right hand side takes the maximum (κ − 1)/(κ + 1)
when t = 1/κ . Therefore one obtains from (8.A.8)

[Mv]i
[Mp]i − [Mv]j

[Mp]j ≤ κ − 1

κ + 1
osc
i

(
vi

pi

)
.

Since this inequality holds for any i and j , we reach

osc
i

(
Mv
Mp

)
= max

i

(
Mv
Mp

)
− min

i

(
Mv
Mp

)
≤ κ − 1

κ + 1
osc
i

(
vi

pi

)
.

As for a complex-valued vector v, we replace vi by Re(ηvi) in the above. The same
argument as above yields

osc
i

(
Re

[ηMv]i
[Mp]i

)
≤ κ − 1

κ + 1
osc
i

Re

(
η
vi

pi

)
,

where we note MRe(ηv) = Re(ηMv). Taking sup with respect to η on |η| = 1, we
obtain (8.A.5). �

Now we apply Theorem 8.5 to the eigenvalue problem:

Mv = λv. (8.A.9)

The Perron-Frobenius theorem states that when M ≥ 0, the eigenvalue equation
(8.A.9) has a non-negative eigenvalue λ0 that satisfies λ0 ≥ |λ| for any other eigen-
value λ. This theorem is sharpened for M > 0 in the next theorem. We refer to
Sect. 8.A.2 for the Perron-Frobenius theorem.

Theorem 8.6 Under conditions (8.A.2) and (8.A.4), the eigenvalue equation
(8.A.9) has a positive eigenvalue λ0 > 0 and corresponding eigenvector q > 0.
Moreover, for any vector p ≥ 0 ( �= 0),

q(n) = Mnp
[Mnp]k

with a fixed k converges to q with n → ∞.
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Proof Consider two vectors p and p′ such that p ≥ 0, p �= 0, p′ ≥ 0, and p′ �= 0.
Define

p(n+1) = Mp(n), p(0) = p

p′ (n+1) = Mp′ (n), p′ (0) = p′.

By the assumption (8.A.2), p(n) and p′ (n) are positive vectors for n > 0. Applying
Theorem 8.5, one finds

osc
i

( [p′ (n)]
[p(n)]i

)
≤
(
κ − 1

κ + 1

)
osc
i

( [p′ (n−1)]i
[p(n−1)]i

)
≤
(
κ − 1

κ + 1

)n−1

osc
i

( [p′ (1)]i
[p(1)]i

)
.

(8.A.10)

It follows that

osc
i

( [p′ (n)]i
[p(n)]i

)
→ 0 (n → ∞),

namely, there exists a finite constant λ independent of i such that

[p′ (n)]i
[p(n)]i → λ (n → ∞) for every i. (8.A.11)

We introduce for a fixed k

q(n) = p(n)

[p(n)]k and q′ (n) = p′ (n)

[p′ (n)]k .

The assumption (8.A.4) leads to

κ−1 ≤ [q(n)
]
i
≤ κ and κ−1 ≤ [q′ (n)]

i
≤ κ. (8.A.12)

It follows that

∣∣[q′ (n)]
i
− [q(n)

]
i

∣∣=
∣∣∣∣
[p′ (n)]i
[p′ (n)]k − [p(n)]i

[p(n)]k

∣∣∣∣=
[p(n)]i
[p′ (n)]k

∣∣∣∣
[p′ (n)]i
[p(n)]i − [p′ (n)]k

[p(n)]k

∣∣∣∣

≤ [q(n)
]
i

[p(n)]k
[p′ (n)]k osc

i

( [p′ (n)]i
[p(n)]i

)
≤ κ

[p(n)]k
[p′ (n)]k osc

i

( [p′ (n)]i
[p(n)]i

)
.

(8.A.13)

We now choose p′ = p(1) = Mp, namely, p′ (n) = Mp(n) = p(n+1) and q′ (n) =
q(n+1). From (8.A.11) and (8.A.13), one finds

∣∣[q(n+1)]
i
− [q(n)

]
i

∣∣≤ κ
[p(n)]k

[p(n+1)]k osc
i

( [p(n+1)]i
[p(n)]i

)
→ 0 (n → ∞).

This implies the sequence q(n) converges to a vector q, which is positive because of
(8.A.12). We now define λ0 such that

[p(n+1)]i
[p(n)]i = [Mp(n)]i

[p(n)]i = [Mq(n)]i
[q(n)]i → λ0 (n → ∞).
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This implies

Mq = λ0q.

Because of (8.A.10), (8.A.11), and (8.A.13), the sequence q(n) for any vector p
converges to the same limit q. Thus Theorem 8.6 is proved. �

Theorem 8.6 immediately leads us to the following theorem.

Theorem 8.7 Under the conditions (8.A.2) and (8.A.4), Eq. (8.A.9) has no other
non-negative solution except for λ0 and cq, and has no other eigenvectors for the
eigenvalue λ0 except for cq.

Proof Assume that v ≥ 0 ( �= 0) is a solution of Eq. (8.A.9). Because of the assump-
tion (8.A.2), one has Mv > 0 and thus λ > 0 and v > 0. Now we make p0 = v in
Theorem 8.6. One finds

Mnv
[Mnv]k = λnv

[λnv]k = v
vk

.

Hence the vector q in Theorem 8.6 is nothing but v/vk , that is, v = cq and λ = λ0.
This proves the first part of Theorem 8.7.

Next, following Theorem 8.6, suppose λ0 > 0 and q > 0, and consider a solution
λ and v of Eq. (8.A.9). Application of Theorem 8.5 to v and q yields

|λ|
λ0

Osc
i

(
vi

qi

)
= Osc

i

(
λvi

λ0qi

)
= Osc

i

( [Mv]i
[Mq]i

)
≤ κ − 1

κ + 1
Osc
i

(
vi

qi

)
, (8.A.14)

where we used (8.A.1) in the first equality. If λ = λ0 in this inequality, one has
Osc(vi/qi) = 0 since (κ − 1)/(κ + 1) < 1. Hence the eigenvector with respect to
λ = λ0 is v = cq. This proves the second part of Theorem 8.7. �

Finally, we reach the following theorem.

Theorem 8.8 Under the conditions (8.A.2) and (8.A.4), any eigenvalue λ �= λ0 of
Eq. (8.A.9) satisfies

|λ| ≤ κ − 1

κ + 1
λ0. (8.A.15)

Proof Recall (8.A.14). If λ �= λ0 and v �= 0, then v cannot be cq. It follows that
osc(vi/qi) > 0 and hence (8.A.14) yields (8.A.15). �

8.A.2 Perron-Frobenius Theorem

In this appendix, we provide the statement of the Perron-Frobenius theorem without
proof. We refer to textbooks of the matrix analysis (e.g., Ref. [180]) for the proof.
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Consider a square matrix A with dimension N ≥ 2. We define the irreducibility
of a matrix A by the property that one cannot make

PAP−1 =
[
A11 A12

0 A22

]

by using any permutation matrix P , where A11, A12, and A22 are square matrices.
This property is also written as follows: For any i and j with 1 ≤ i �= j ≤ N , one
can choose l1, l2, . . . , ln such that

ail1al1l2 · · ·aln−1lnalnj �= 0,

where alm denotes an element of the matrix A.
The Perron-Frobenius theorem is stated as follows.

Theorem 8.9 If A is a non-negative and irreducible matrix, it has following prop-
erties.

(i) Maximum eigenvalue λ of A is positive, i.e., λ > 0, and satisfies λ > |λi | for
any other eigenvalue λi .

(ii) λ is the non-degenerate eigenvalue.
(iii) The eigenvector v to λ can be positive, v > 0, or negative, v < 0.

Corollary 8.1 Assume A is a non-negative and irreducible matrix. If Av = λv with
v > 0, then λ is the maximum eigenvalue of A and λ > 0.

8.A.3 Theory of the Markov Chain

In this appendix, we provide a theory of a Markov chain [155]. Starting from the
Chapman-Kolmogorov equation for a generic Markov chain, we show the ergodic
theorem of a Markov chain with the time-independent transition probability. We
then move on to a Markov chain with the time-dependent transition probability. We
finally give a proof on the weak and strong ergodic theorems.

We employ an abstract notation x for the microscopic state of a system. We
assume that x is a discrete variable. Throughout this appendix, the time is discrete
and takes an integral value.

8.A.3.1 Chapman-Kolmogorov Equation

Let P(Xt = x) be the probability that a system is in a state x and time t and P(Xt1 =
x1;Xt2 = x2; . . .) be the joint probability that a system is in x1 at t1, x2 at t2, and
so on. Furthermore, let P(Xt ′1 = x′

1;Xt ′2 = x′
2; . . . |Xt1 = x1;Xt2 = x2; . . .) be the

conditional probability that a system is in x′
1 at t ′1, x′

2 at t ′2, and so on, under the
constraint that the system is in x1 at t1, x2 at t2, and so on, where it is assumed
t ′i > tj . These quantities are related through
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P
(
Xt ′1 = x′

1;Xt ′2 = x′
2; . . . ;Xt1 = x1;Xt2 = x2; . . .

)

= P
(
Xt ′1 = x′

1;Xt ′2 = x′
2; . . . |Xt1 = x1;Xt2 = x2; . . .

)
P(Xt1 = x1;Xt2 = x2; . . .).

(8.A.16)

Consider the conditional probability P(Xt+1 = x′|Xt = x;Xt−s1 = x1; . . . ;Xt−sn =
xn) where 1 ≤ s1 ≤ s2 ≤ · · · ≤ sn. We demand

P
(
Xt+1 = x′|Xt = x;Xt−s1 = x1; . . . ;Xt−sn = xn

)= P
(
Xt+1 = x′|Xt = x

)
.

(8.A.17)

This is an essential property of the Markov chain. We call the sequence of the
stochastic variables, X1,X2, . . . , the Markov chain. Equation (8.A.17) ensures that
the probability in the Markov chain that the system is found in x′ at t + 1 depends
only on the state at t and does not on the states t − 1 and before.

We next define the transition probability by Gx′,x(t ′, t) = P(Xt ′ = x′|Xt = x)

and in particular Gx′,x(t) = Gx′,x(t + 1, t). The former denotes the transition prob-
ability from x at t to x′ at t ′. These transition probabilities have following properties:

0 ≤ Gx′,x
(
t ′, t
)≤ 1,

∑

x′
Gx′,x

(
t ′, t
)= 1, (8.A.18)

0 ≤ Gx′,x(t) ≤ 1,
∑

x′
Gx′,x(t) = 1. (8.A.19)

We consider an equation

Gx′,x(t + s, t) =
∑

x1,x2,...,xs−1

Gx′,xs−1(t + s − 1) · · ·Gx2,x1(t + 1)Gx1,x(t),

(8.A.20)

or

Gx′,x(t + s, t) = [G(t + s − 1) · · ·G(t + 1)G(t)
]
x′,x (8.A.21)

in the matrix representation. In particular, if Gx′,x(t) is independent of t , this re-
duces to Gx′,x(t + s, t) = [Gs]x′,x . Equation (8.A.20) or (8.A.21) is called the
Chapman-Kolmogorov equation. The Chapman-Kolmogorov equation is proved by
the method of induction as follows.

At first, one can verify (8.A.21) with s = 1 by definition. Next, we assume
(8.A.21) and consider Gx′,x(t + s + 1, t). It is easy to see

Gx′,x(t + s + 1, t) = P
(
Xt+s+1 = x′|Xt = x

)

=
∑

y

P
(
Xt+s+1 = x′;Xt+s = y|Xt = x

)
. (8.A.22)

By Eq. (8.A.16), one finds

P
(
Xt+s+1 = x′;Xt+s = y|Xt = x

)

= P
(
Xt+s+1 = x′;Xt+s = y;Xt = x

)
/P (Xt = x)

= P
(
Xt+s+1 = x′|Xt+s = y;Xt = x

)
P(Xt+s = y;Xt = x)/P (Xt = x).

(8.A.23)
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Using the property of the Markov chain (8.A.17), one has

P
(
Xt+s+1 = x′|Xt+s = y;Xt = x

)= P
(
Xt+s+1 = x′|Xt+s = y

)
.

With this and P(Xt+s = y;Xt = x)/P (Xt = x) = P(Xt+s = y|Xt = x), (8.A.23)
is arranged as

P
(
Xt+s+1 = x′;Xt+s = y|Xt = x

)

= P
(
Xt+s+1 = x′|Xt+s = y

)
P(Xt+s = y|Xt = x)

= Gx′,y(t + s)Gy,x(t + s, t).

Hence Eq. (8.A.22) is written under the assumption (8.A.21) as

Gx′,x(t + s + 1, t) =
∑

y

Gx′,y(t + s)Gy,x(t + s, t)

= [G(t + s) · · ·G(t + 1)G(t)
]
x′,x . (8.A.24)

Therefore, by the method of induction, Eq. (8.A.20) or (8.A.21) are proved for any
integer s ≥ 1.

8.A.3.2 Time-Independent Transition Probability

Let us focus on the time-independent transition probability. We use the notation
Gx′,x = Gx′,x(t) throughout this subsection. The purpose of this subsection is to
prove that the distribution generated by G converges to a unique equilibrium distri-
bution.

The transition probability Gx′,x has the properties given by (8.A.19). Here we
impose additional conditions to Gx′,x .

(i) (Irreducibility). For any states x and x′, there exists a finite positive integer s
such that

∑

x1,x2,...,xs−1

Gx′,xs−1 · · ·Gx2,x1Gx1,x = [Gs
]
x′,x > 0. (8.A.25)

This condition implies that any state x′ is accessible from any state x by a finite
number of application of G.

(ii) (Aperiodicity). For any state x and l = 1,2, . . . , there is no positive integer
s > 1 which yields [Gls]x,x > 0 and [Gn�=ls]x,x = 0. This implies that the sys-
tem does not return to the initial state with the periodicity larger than 1.

(iii) (Existence of an equilibrium distribution). There exists an equilibrium dis-
tribution Qx which satisfies

0 <Qx ≤ 1,
∑

x

Qx = 1

∑

x

Gx′,xQx = Qx′ (i.e., GQ = Q in the matrix representation).

(8.A.26)
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(iv) (Detailed balance). Gx′,x satisfies the detailed balance condition:

Gx′,xQx = Gx,x′Qx′ , (8.A.27)

where Qx is the equilibrium distribution of G.

To tell a truth, the last two conditions, the existence of an equilibrium distribution
and the detailed balance, are not necessary for the convergence of the distribution
generated by G. However, in practical situations, the transition probability is usually
constituted so as to fulfil the last two conditions. Since the proof is simpler with
these two conditions, we impose them.

The theorem for the convergence of the Markov chain with the time-independent
transition probability is stated as follows.

Theorem 8.10 The Markov chain generated by the transition probability, which
fulfils the conditions (i)–(iv) and (8.A.19), converges to the unique equilibrium dis-
tribution Q.

Proof Let Px(0) be an initial distribution. We demand 0 ≤ Px(0) ≤ 1 and∑
x Px(0) = 1. Define the distribution after t applications of transition probabil-

ity as Px′(t) =∑x[Gt ]x′,xPx(t) or P(t) = GtP (t) in the matrix notation. Due to
the detailed balance condition and Qx > 0, one has

Q
−1/2
x′ Gx′,xQ

1/2
x = Q

−1/2
x Gx,x′Q1/2

x′ .

Introducing a diagonal matrix D = diag(Qx), this relation is written as D−1/2G×
D1/2 = D1/2GD−1/2. This implies that Ḡ = D−1/2GD1/2 is a non-negative sym-
metric matrix. Hence the eigenvalue of Ḡ is real and its eigenvectors are mutually
orthogonal. In addition, the Perron-Frobenius theorem can be applied to Ḡ. We write
the eigenvalue and eigenvector of Ḡ as λn and vn respectively. We define the order
of λn (n = 0,1,2, . . .) such that λ0 > λ1 ≥ λ2 ≥ · · ·. Note that the Perron-Frobenius
theorem guarantees λ0 > 0 and λ0 > |λn| (n = 1,2, . . .). See Sect. 8.A.2 for the
theorem. Here we recall (8.A.26). It follows that

ḠD−1/2Q = D−1/2Q. (8.A.28)

Hence one finds that D−1/2Q is a positive eigenvector of Ḡ with the eigenvalue 1.
Therefore, by the Perron-Frobenius theorem, the eigenvalue 1 is the maximum
eigenvalue of Ḡ, i.e., λ0 = 1.

Now we expand the initial distribution P(0) by the eigenvectors of Ḡ as

P(0) = D1/2
(
C0v0 +

∑

n≥1

Cnvn

)
.

Assuming that vn is normalised, one may choose v0 = D−1/2Q. The coefficient
C0 is easily obtained as C0 = QTD−1/2D−1/2P(0) =∑x QxQ

−1
x Px(0) = 1. The

application of Gt yields

P(t) = D1/2
(
D−1/2Q+

∑

n≥1

Cnλ
t
nvn

)
.

Since 1 > |λn| for n ≥ 1, it is shown that P(t) → Q (t → ∞). �
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In practice, one can make Gx′,x as follows. At first, we suppose that there is a
target distribution Qx we want to realise. An example of Qx is the Boltzmann distri-
bution, Qx = exp(−Hx/kBT )/

∑
x′ exp(−Hx′/kBT ), of the Ising model Hx with

the fixed temperature T . Next, suppose px′,x the probability that x′ is selected in one
step from x and Ax′,x the acceptance function which decides the acceptance of the
transition of the state from x to x′. One demands px′,x ≥ 0, px,x = 0,

∑
x′ px′,x = 1,

px′,x = px,x′ , and the existence of a positive integer s such that [ps]x′,x > 0 for any
x and x′. As for the acceptance function Ax′,x , we give it using the ratio Qx′/Qx of
the target distribution function such that Ax′,x = A(Qx′/Qx) and

0 <A(u) ≤ 1, and A(1/u) = A(u)/u for u > 0.

Usually we choose

A(u) =
{

min{1, u} in the Metropolis method
u

1+u
in the heat bath method

.

Using px′,x and Ax′,x , we define Gx′,x by

Gx′,x =
{
px′,xAx′,x for x′ �= x

1 −∑x′′ px′′,xAx′′,x for x′ = x
. (8.A.29)

The proofs that this transition probability fulfils the conditions (i)–(iv) and (8.A.19)
are given as follows.

At first, it is clear that this transition probability satisfies (8.A.19). Next, due to
the property of px′,x , one finds that for a positive integer s there is a sequence of
states, x = x0, x1, x2, . . . , xs−1, xs = x′, such that px′,xs−1 · · ·px2,x1px1,x > 0. No-
tice that xi+1 �= xi since pxi+1,xi �= 0. Therefore, for such a sequence of states,

Gx′,xs−1 · · ·Gx2,x1Gx1,x = px′,xs−1Ax′,xs−1 · · ·px2,x1Ax2,x1px1,xAx1,x > 0,

where we used Axi,xj > 0. This inequality and Gx′,x > 0 for any x and x′ immedi-
ately establish (8.A.25), namely, the irreducibility. Third, consider two state, x and
x′, such that Qx > Qx′ . For such x and x′, due to the property of px′,x , there ex-
ists a positive integer s which yields [ps]x′,x > 0. This implies that there exists at
least a pair of xi and xj which yield Qxi > Qxj and pxj ,xi > 0. Notice here that if
Qxi >Qxj then

Axj ,xi = A(Qxj /Qxi ) = A(Qxi /Qxj )Qxj /Qxi < A(Qxi /Qxj ) < 1.

With pxj ,xi > 0 and Axj ,xi < 1, one can show

Gxi,xi = 1 −
∑

x′′
px′′,xiAx′′,xi = 1 −

∑

x′′ �=xj ,xi

px′′,xiAx′′,xi − pxj ,xiAxj ,xi

> 1 −
∑

x′′ �=xj ,xi

px′′,xi − pxj ,xi = 1 −
∑

x′′
px′′,xi = 0.

Hence there exists a state x which gives Gx,x > 0. Now suppose Gx′,x′ > 0.
For an arbitrary x, by the irreducibility of G, there exists a positive integer s



282 8 Quantum Annealing

and s′ which yield [Gs]x′,x > 0 and [Gs′ ]x,x′ > 0. It follows that [Gs+s′ ]x,x >

[Gs′ ]x,x′ [Gs]x′,x > 0 and [Gs+s′+1]x,x > [Gs′ ]x,x′Gx′,x′ [Gs]x′,x > 0. This shows
the aperiodicity of G. To show the existence of an equilibrium distribution and the
detailed balance, we call for A(Qx′/Qx)Qx = A(Qx/Qx′)Qx′ and px,x′ = px′,x .
Using these properties, one can easily show (8.A.27) and (8.A.26).

8.A.3.3 Time-Dependent Transition Probability

In this subsection, we discuss the convergence of a Markov chain generated by a
time-dependent transition probability.

Suppose that Px(t) represents a probability distribution of the state at time t . Note
that Px(t) is identical to P(Xt = x). When Gx′,x(t) depends on t , the Chapman-
Kolmogorov equation (8.A.20) leads to the distribution Px(t

′) at t ′ from a given
distribution at t :

Px′
(
t ′
)=

∑

x

Gx′,x
(
t ′, t
)
Px(t)

=
∑

x,x1,x2,...,xs−1

Gx′,xs−1

(
t ′ − 1

) · · ·Gx2,x1(t + 1)Gx1,x(t)Px(t).

(8.A.30)

This can be written using the matrix representation as

P
(
t ′
)= G

(
t ′ − 1

) · · ·G(t + 1)G(t)P (t). (8.A.31)

For this Markov chain with the time-dependent transition probability Gx′,x(t), the-
orems on the condition for the weak and strong ergodicities are known. They are
called the weak ergodic theorem and the strong ergodic theorem respectively. We
first prove the weak ergodic theorem, and then move on to the strong ergodic theo-
rem.

To make a statement of the weak ergodic theorem, we define the ergodic coeffi-
cient by

α
(
G(tj , ti)

)= max
x′′,x′

[∑

x

max
{
0,Gx,x′′(tj , ti)−Gx,x′(tj , ti )

}]
. (8.A.32)

We note that there are several expressions for the ergodic coefficient α. To see this,
we define the notations (·)+ and (·)− by

(A)+ =
{
A (A ≥ 0)
0 (A < 0),

(A)− =
{

0 (A ≥ 0)
A (A < 0).
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We next define S+(G,x′, x′′) and S−(G,x′, x′′) by the sets of x which yields
Gx,x′′ −Gx,x′ ≥ 0 and Gx,x′′ −Gx,x′ < 0 respectively. Note that

∑

x

max{0,Gx,x′′ −Gx,x′ } =
∑

x

(Gx,x′′ −Gx,x′)+

=
∑

x∈S+(G,x′,x′′)
(Gx,x′′ −Gx,x′). (8.A.33)

Recall here
∑

x Gx,x′′ =∑x Gx,x′ = 1. Then one can write

∑

x

max{0,Gx,x′′ −Gx,x′ } =
∑

x

(Gx,x′′ −Gx,x′)+ − 1

2

∑

x

(Gx,x′′ −Gx,x′).

The half of the first sum in the right hand side is cancelled by the second sum over
x ∈ S+(G,x′, x′′). Moreover, the second sum over x ∈ S−(G,x′, x′′) is identical
to
∑

x∈S−(G,x′,x′′) |Gx,x′′ −Gx,x′ |. Hence one obtains

∑

x

max{0,Gx,x′′ −Gx,x′ } = 1

2

∑

x

|Gx,x′′ −Gx,x′ |.

Therefore (8.A.32) can be written as

α
(
G
(
t ′, t
))= max

x′′,x′

∑

x

(
Gx,x′′

(
t ′, t
)−Gx,x′

(
t ′, t
))

+, (8.A.34)

α
(
G
(
t ′, t
))= 1

2
max
x′′,x′

[∑

x

∣∣Gx,x′′
(
t ′, t
)−Gx,x′

(
t ′, t
)∣∣
]
. (8.A.35)

Next, observe
∑

x

max{0,Gx,x′′ −Gx,x′ } =
∑

x

(
Gx,x′′ − min{Gx,x′′ ,Gx,x′ })

= 1 −
∑

x

min{Gx,x′′ ,Gx,x′ }.

Due to the non-negativity of G, the second term yields

max
x′′,x′

[
−
∑

x

min{Gx,x′′ ,Gx,x′ }
]

= − min
x′′,x′

∑

x

min{Gx,x′′ ,Gx,x′ }.

Thus another expression of α is obtained as

α
(
G
(
t ′, t
))= 1 − min

x′′,x′

∑

x

min
{
Gx,x′′

(
t ′, t
)
,Gx,x′

(
t ′, t
)}
. (8.A.36)

In order to simplify expressions in the following argument, we employ the nota-
tion for the norm of vector: ‖v‖ =∑x |vx |. Note that ux(t) → vx if ‖u(t)− v‖ → 0
(t → ∞).

Now the weak ergodic theorem is stated as follows.
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Theorem 8.11 (Condition for the weak ergodicity) Consider an ascending se-
quence of time t1, t2, . . . , where ti < tj for i < j . If and only if

α
(
G(t + s), t

) s→∞−→ 0 for any t, (8.A.37)

then

max
P0,Q0

∥∥G(t + s, t)P0 −G(t + s, t)Q0
∥∥ s→∞−→ 0 for any t. (8.A.38)

Equation (8.A.38) is called the weak ergodicity. The weak ergodicity implies
that the distribution given by a Markov chain becomes independent of the initial
distribution in the infinite limit of time.

Proof We employ the expression (8.A.35) of α, dropping arguments (t ′, t) to make
formulas concise. Using the Kronecker’s δ, (8.A.35) is written as

α(G) = 1

2
max
x′′,x′

[∑

x

∣∣∣∣
∑

y

Gx,y(δy,x′′ − δy,x′)

∣∣∣∣

]
.

Let us here consider
∑

x |∑y Gx,y(Py −P ′
y)|, where P and P ′ are some probability

distributions. Using the notations, (·)+ and (·)−, one can write

∑

x

∣∣∣∣
∑

y

Gx,y

(
Py − P ′

y

)∣∣∣∣

=
∑

x

∑

y

(
Gx,y

(
Py − P ′

y

))
+ −

∑

x

∑

y

(
Gx,y

(
Py − P ′

y

))
−. (8.A.39)

Noting that
∑

x

∑

y

Gx,y

(
Py − P ′

y

)

=
∑

x

(∑

y

Gx,y

(
Py − P ′

y

))

+
+
∑

x

(∑

y

Gx,y

(
Py − P ′

y

))

−
= 0,

Eq. (8.A.39) is arranged as
∑

x

∣∣∣∣
∑

y

Gx,y

(
Py − P ′

y

)∣∣∣∣= 2
∑

x

(∑

y

Gx,y

(
Py − P ′

y

))

+
. (8.A.40)

Suppose that P̃ and P̃ ′ are the probability distributions that maximise (8.A.39),
namely,

max
P,P ′

{∑

x

∣∣∣∣
∑

y

Gx,y

(
Py − P ′

y

)∣∣∣∣

}
=
∑

x

∣∣∣∣
∑

y

Gx,y

(
P̃y − P̃ ′

y

)∣∣∣∣, (8.A.41)

or

max
P,P ′

{∑

x

(∑

y

Gx,y

(
Py − P ′

y

))

+

}
=
{∑

x

(∑

y

Gx,y

(
P̃y − P̃ ′

y

))

+

}
. (8.A.42)
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We here define S+(G; P̃ , P̃ ′) as the set of x that yields
∑

y Gx,y(P̃y − P̃ ′
y) ≥ 0.

Notice that
∑

x∈S+(G;P̃ ,P̃ ′)

∑

y

Gx,y

(
P̃y − P̃ ′

y

)= max
P,P ′

{ ∑

x∈S+(G;P̃ ,P̃ ′)

∑

y

Gx,y

(
Py − P ′

y

)}
.

(8.A.43)

Equations (8.A.42) and (8.A.43) lead to

max
P,P ′

{∑

x

(∑

y

Gx,y

(
Py − P ′

y

))

+

}

= max
P,P ′

{ ∑

x∈S+(G;P̃ ,P̃ ′)

∑

y

Gx,y

(
Py − P ′

y

)}

= max
P

{∑

y

( ∑

x∈S+(G;P̃ ,P̃ ′)

Gx,y

)
Py

}
− min

P

{∑

y

( ∑

x∈S+(G;P̃ ,P̃ ′)

Gx,y

)
Py

}
.

(8.A.44)

We define ymax so as to maximise
∑

x∈S+(G;P̃ ,P̃ ′) Gx,y and ymin to minimise it.
Then one finds that the maximisation of the first term of (8.A.44) is achieved when
Py = P̃y = δy,ymax . Also one finds that the minimisation of the second term is done
when Py = P̃ ′

y = δy,ymin . From this with (8.A.40) and (8.A.44), one obtains

1

2
max
P,P ′

{∑

x

∣∣∣∣
∑

y

Gx,y

(
Py − P ′

y

)∣∣∣∣

}
=

∑

x∈S+(G;ymax,ymin)

(Gx,ymax −Gx,ymin),

(8.A.45)

where S+(G;ymax, ymin) is the set of x that yields Gx,ymax − Gx,ymin ≥ 0. By the
definition of ymax and ymin, one has

Gx,ymax −Gx,ymin = max
x′′,x′{Gx,x′′ −Gx,x′ },

and
∑

x∈S+(G;ymax,ymin)

max
x′′,x′{Gx,x′′ −Gx,x′ } = max

x′′,x′

∑

x∈S+(G;x′,x′′)
{Gx,x′′ −Gx,x′ }.

Therefore one reaches

1

2
max
P,P ′

{∑

x

∣∣∣∣
∑

y

Gx,y

(
Py − P ′

y

)∣∣∣∣

}
= max

x′′,x′

{∑

x

(Gx,x′′ −Gx,x′)+
}

= α(G),

(8.A.46)

where we used the expression (8.A.34). Thus it is shown that, if and only if
α(G) → 0, one has maxP,P ′ ‖GP −GP ′‖ → 0. �

The weak ergodic Theorem 8.11 is followed by the next corollary.
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Corollary 8.2 The necessary and sufficient condition for the weak ergodicity is
given by

∞∑

i=1

{
1 − α

(
G(ti+1, ti )

)}= ∞. (8.A.47)

Proof Assume first that there is an ascending sequence of time, t1, t2, . . . , for which
one has

∞∑

i=1

{
1 − α

(
G(ti+1, ti )

)}= ∞. (8.A.48)

Let us observe that, if
∑∞

i=1 ai = ∞ for 0 ≤ ai ≤ 1, then one has
∏∞

i=1(1 − ai) = 0.
This is verified by noting that 0 ≤∏∞

i=1(1 − ai) ≤∏∞
i=1 e

−ai = exp(−∑∞
i=1 ai).

Using this, it is shown that (8.A.48) yields

∞∏

i=1

α
(
G(ti+1, ti)

)= 0. (8.A.49)

Now we look into α(G(ti+2, ti)). By the Chapman-Kolmogorov equation (8.A.20),
one has G(ti+2, ti ) = G(ti+2, ti+1)G(ti+1, ti ). Hereafter we use the shorthand nota-
tion: G = G(ti+2, ti), G′ = G(ti+1, ti ), and G′′ = G(ti+2, ti+1). Observe

Gx,x′′ −Gx,x′ =
∑

y

{
G′′

x,y

(
G′

y,x′′ −G′
y,x′
)
+ +G′′

x,y

(
G′

y,x′′ −G′
y,x′
)
−
}
.

It follows that
∑

x

(Gx,x′′ −Gx,x′)+ =
∑

x∈S+(G,x′,x′′)
(Gx,x′′ −Gx,x′)

=
∑

y

( ∑

x∈S+(G,x′,x′′)
G′′

x,y

){(
G′

y,x′′ −G′
y,x′
)
+

+ (G′
y,x′′ −G′

y,x′
)
−
}
. (8.A.50)

Note that the second term in the braces are negative. Hence one can bound (8.A.50)
by maximising

∑
x∈S+(G;x′,x′′) G

′′
x,y with respect to y on the first term and by min-

imising it on the second term.

∑

x

(Gx,x′′ −Gx,x′)+ ≤
∑

y

[
max
y′

{ ∑

x∈S+(G,x′,x′′)
G′′

x,y′

}(
G′

y,x′′ −G′
y,x′
)
+

+ min
y′

{ ∑

x∈S+(G,x′,x′′)
G′′

x,y′

}(
G′

y,x′′ −G′
y,x′
)
−

]

= max
y′′,y′

{ ∑

x∈S+(G,x′,x′′)

(
G′′

x,y′′ −G′′
x,y′
)}∑

y

(
G′

y,x′′ −G′
y,x′
)
+,
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where we used
∑

y(Gy,x′′ −Gy,x′)− = −∑y(Gy,x′′ −Gy,x′)+. Since
∑

x∈S+(G;x′,x′′)

(
G′′

x,y′′ −G′′
x,y′
)≤
∑

x ∈ S+
(
G′′;y′, y′′)(G′′

x,y′′ −G′′
x,y′
)
,

one obtains
∑

x

(Gx,x′′ −Gx,x′)+ ≤ max
y′′,y′

{ ∑

x∈S+(G′′,y′,y′′)

(
G′′

x,y′′ −G′′
x,y′
)}∑

y

(
G′

y,x′′ −G′
y,x′
)
+

= α
(
G′′)∑

y

(
G′

y,x′′ −G′
y,x′
)
+. (8.A.51)

Taking the maximum over x′′ and x′, one reaches

α
(
G(ti+2, ti)

)≤ α
(
G(ti+2, ti+1)

)
α
(
G(ti+1, ti )

)
. (8.A.52)

With (8.A.49) and (8.A.52), it is shown that

lim
t ′→∞

α
(
G
(
t ′, t1

))≤
∞∏

i=1

α
(
G(ti+1, ti)

)= 0. (8.A.53)

Next, we assume that

α
(
G
(
t ′, t
)) t ′→∞−→ 0 for any t. (8.A.54)

This is followed by

1 − α
(
G
(
t ′, t
)) t ′→∞−→ 1 for any t. (8.A.55)

One finds from this that for a fixed t1, there exists t2 such that t2 > t1 and 1 −
α(G(t2, t1)) >

1
2 . In the same way, one can choose t3, t4, . . . , tn such that ti+1 > ti

and 1 − α(G(ti+1, ti)) >
1
2 . Then, with an arbitrary positive integer n, one has

n∑

i=1

{
1 − α

(
G(ti+1, ti )

)}
>

1

2
n. (8.A.56)

Taking the limit of n → ∞, one obtains
∞∑

i=1

{
1 − α

(
G(ti+1, ti )

)}= ∞. (8.A.57)

Thus the Corollary 8.2 is proved. �

We finally move on to the strong ergodic theorem.

Theorem 8.12 (Conditions for the strong ergodicity) Assume the following condi-
tions:

(i) The Markov chain is weakly ergodic.
(ii) For any t , there exists an equilibrium probability distribution Q(t) such that

Q(t) = G(t)Q(t).
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(iii) The equilibrium distribution Q(t) satisfies

∞∑

t=0

∥∥Q(t + 1)−Q(t)
∥∥< ∞. (8.A.58)

Then the probability distribution P(t) generated by the transition matrix G(t) =
G(t − 1) · · ·G(1)G(0) from an arbitrary initial distribution P0 converges to a
unique distribution Q∗ = limt→∞ Q(t) for t → ∞, namely, P(t) satisfies

lim
t→∞

∥∥P(t)−Q∗∥∥= lim
t→∞

∥∥G(t,0)P0 −Q∗∥∥= 0. (8.A.59)

Proof Because of the condition (i), P(t) = G(t,0)P0 becomes independent of P0

for t → ∞. Hence one may choose Q(0) as P0. Define R(s) by

R(s) = G(s)Q(s − 1)−Q(s). (8.A.60)

Noting G(0)Q(0) = Q(0), one can write

P(t) = G(t,0)Q(0) = G(t − 1) · · ·G(2)G(1)Q(0)

= G(t − 1) · · ·G(2)
(
Q(1)+R(1)

)

= Q(t − 1)+R(t − 1)+G(t, t − 1)R(t − 2)+ · · · +G(t,2)R(1).

(8.A.61)

Consider here ‖P(t)−Q∗‖. For this quantity, one has
∥∥P(t)−Q∗∥∥≤ ∥∥P(t)−Q(t − 1)

∥∥+ ∥∥Q(t − 1)−Q∗∥∥

≤ ∥∥P(t)−G(t,u)Q(u)
∥∥+ ∥∥G(t,u)Q(u)−Q(t − 1)

∥∥

+ ∥∥Q(t − 1)−Q∗∥∥, (8.A.62)

where we supposed 0 < u< t . The first term is estimated as follows:
∥∥P(t)−G(t,u)Q(u)

∥∥= ∥∥G(t,u)G(u,0)Q(0)−G(t,u)Q(u)
∥∥

= ∥∥G(t,u)
(
G(u,0)Q(0)−Q(u)

)∥∥.

Due to the weak ergodic theorem, for any given positive number ε one can choose
t1 such that

∥∥G(t,u)
(
G(u,0)Q(0)−Q(u)

)∥∥< ε for any t > t1 and u < t,

namely,
∥∥P(t)−G(t,u)Q(u)

∥∥= ε for any t > t1 and u < t. (8.A.63)

Next, the second term of (8.A.62) is estimated as follows:

∥∥G(t,u)Q(u)−Q(t − 1)
∥∥=

∥∥∥∥∥

t−1∑

s=u+1

G(t, s + 1)R(s)

∥∥∥∥∥≤
t−1∑

s=u+1

∥∥G(t, s + 1)R(s)
∥∥.
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Using (8.A.60), it follows that

∥∥G(t,u)Q(u)−Q(t − 1)
∥∥≤

t−1∑

s=u+1

∥∥G(t, s + 1)
(
G(s)Q(s − 1)−Q(s)

)∥∥

=
t−1∑

s=u+1

∥∥G(t, s)
(
Q(s − 1)−Q(s)

)∥∥.

Note that, since Gx,y ≥ 0 and
∑

x Gx,y = 1, one has ‖GA‖ =∑x |∑y Gx,yAy | ≤∑
x

∑
y Gx,y |Ay | = ‖A‖ with an arbitrary vector A. Hence one obtains

∥∥G(t,u)Q(u)−Q(t − 1)
∥∥≤

t−1∑

s=u+1

∥∥Q(s − 1)−Q(s)
∥∥.

Due to the condition (iii), for given ε one can choose u1 such that u1 ≥ t1 and

∥∥G(t,u1)Q(u1)−Q(t − 1)
∥∥≤

t−1∑

s=u1+1

∥∥Q(s − 1)−Q(s)
∥∥< ε

for any t > u1 + 1. (8.A.64)

Finally, regarding the third term of (8.A.62), the condition (iii) ensures us that there
is a positive integer t2 for given ε such that t2 > u1 + 1 and

∥∥Q(t − 1)−Q∗∥∥< ε for any t > t2. (8.A.65)

Thus it is shown that, for an arbitrary ε > 0, there exists a positive integer t2 and for
t > t2 one has

∥∥P(t)−Q∗∥∥< 3ε. (8.A.66)

Therefore the strong ergodic Theorem 8.12 is proved. �



Chapter 9
Applications

In the previous chapters, we reviewed several models to explain physical phenom-
ena in which the quantum fluctuation as a transverse field plays important role,
especially quantum phase transition in magnetic systems. However, as we saw in
the chapter of quantum annealing, transverse Ising model and its variants are use-
ful for various research fields. In this chapter, we introduce several applications of
transverse Ising model to the outside area of physics, namely, brain science and
information science and technology.

9.1 Hopfield Model in a Transverse Field

Since J.J. Hopfield pointed out, we know that associative memories in artificial neu-
ral networks are described by a kind of spin glasses of the Sherrington-Kirkpatrick
type. In this section, we explain how we extend the model to the quantum-
mechanical variant in terms of the transverse field.

The Hopfield model of neural networks employs the two state (classical) Ising
spins Sz

i = ±1 to represent the McCulloch-Pitts (formal) neurons. The synaptic con-
nections between the neurons are represented by the spin-spin interaction Jij , which
are taken to be symmetric. The symmetry of Jij allows one to define an energy func-
tion or Hamiltonian for the network. The symmetric connections are constructed fol-
lowing Hebb’s rule of learning, which says that for P random (orthogonal) patterns,
the synaptic strength Jij for the pair of neurons (i, j) is given by

Jij = 1

N

P∑

μ=1

ξ
μ
i ξ

μ
j (9.1.1)

where {ξμi }, i = 1,2, . . . ,N , represents the μ-th (random) pattern to be learned
by the network. Each ξ

μ
i can take values ±1 and the randomness of the patterns

demand (1/N)
∑

i ξ
μ
i ξ νi = δμν . N is the total number of neurons (Ising spins) in the

S. Suzuki et al., Quantum Ising Phases and Transitions in Transverse Ising Models,
Lecture Notes in Physics 862, DOI 10.1007/978-3-642-33039-1_9,
© Springer-Verlag Berlin Heidelberg 2013

291

http://dx.doi.org/10.1007/978-3-642-33039-1_9


292 9 Applications

network; each connected to all others in the network through Jij ’s. The Hamiltonian
is then defined as

H = −
N∑

i>j

Jij S
z
i S

z
j . (9.1.2)

Strictly speaking, about 10 years before of the Hopfield’s work, Kaoru Nakano [293]
who is a Japanese engineer already proposed almost the same mathematical model
as that by Hopfield. However, in his paper, the concept of energy function such
as (9.1.2) was not mentioned. As the result, his paper was not drawn attention to
physicists.

The idea of Hopfield is that the above choice of Jij ’s (9.1.2) will make the energy
corresponding to the learned patterns local minima in the free energy landscape. An
initial configuration close to a learned pattern will therefore be attracted towards
a learned pattern through any energy minimising dynamics. Any pattern evolves
following the (zero-temperature Monte Carlo) dynamics

Sz
i (t + 1) = sgn

(
hi(t)

)
, (9.1.3)

where hi is the internal field (the active potential) on the neuron i, given by

hi(t) =
N∑

j=1

JijS
z
j (t). (9.1.4)

Here a fixed point of dynamics or attractor is guaranteed (Hopfield [178]): after a
certain number of iterations t∗, the network stabilises and Sz

i (t
∗) = Sz

i (t
∗ + 1).

9.1.1 Statics and Phase Diagrams

Using replica symmetric (mean field) theory for such long range systems (as for the
Sherrington-Kirkpatrick model of spin glasses, Amit, Sompolinsky and Gutfreund
[13] obtained the following equations for the finite temperature overlap function
mμ = (1/N)

∑
i S

z
i (t

∗)ξμi (where t∗ refers to the equilibrium state at finite β and to
fixed points for t∗ → ∞):

mμ =
∫ ∞

−∞
Dr tanh

[
β(mμ +√αq̃ r)

]
, (9.1.5)

q =
∫ ∞

−∞
Dr tanh2[β(mμ +√αq̃ r)

]
, (9.1.6)

q̃ = q

[1 − β(1 − q)]2
, (9.1.7)

where we defined Dr ≡ dr e−r2/2/
√

2π and α ≡ P/N . A self-consistent numerical
solution of the equation shows that, at zero temperature (β → ∞), the local minima
for H in (9.1.2) indeed correspond to the patterns fed to be learned (i.e., mμ = 1),
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Fig. 9.1 The phase diagram of the classical Hopfield model (left: from [13]). Right panel is phase
diagram for the Hopfield model in a transverse field (from [298]). R-I in the right panel corresponds
to the area where the ferromagnetic memory state is a global minimum, whereas R-II denotes the
area in which the memory state is a local minimum of the free energy. The areas 0 ≤ T ≤ TC
and TC < T ≤ TM in the left panel correspond to the regions R-I and R-II in the right panel,
respectively. The TR in the inset of the left panel stands for the de Almeida-Thouless (AT) line
[97] and the corresponding line in the right panel is shown as a broken line

in the limit when memory the loading factor α(= P/N) tends to zero; and they
are about 3 % off (mμ � 0.97) when α is finite but α ≤ αc � 0.138 [13] (see the
phase diagram in Fig. 9.1 (left)). Above this loading capacity, the network goes to
a confused state where the local minima in the energy landscape do not have sig-
nificant overlap with the patterns fed to be learned. These results are also checked
in detailed numerical studies, where the dynamics of relaxation of the distorted pat-
terns, measured quantitatively by the relaxation time t∗, can he studied additionally.
These relaxation studies for the Hopfield model show a novel critical slowing down
or divergence of relaxation time t∗ (Chakrabarti et al. [64]) near the critical loading
capacity αc, where the metastable (memory) overlap states disappear (but no real
phase transition occurs in the Hopfield model for which the ground states corre-
spond to spin glass states already at α > 0.05).

In order to study the effect of quantum fluctuations on such associative memory
neural network models (in connection with the suggestions of nontrivial quantum
coherence effects in the brain [307, 414]), one can study the various phases of the
Hopfield model in a transverse field [250, 251, 253]. One therefore considers here
the Hamiltonian

H = −
N∑

i>j

Jij S
z
i S

z
j − Γ

∑

i

Sx
i ; Jij = 1

N

P∑

μ=1

ξ
μ
i ξ

μ
j , (9.1.8)

where ξ
μ
i ’s represent the same P = αN (random) patterns. The treatment by Ma

et al. [250, 251, 253] is based on the so-called ‘naive mean field method’, and it
could not mention the de Almeida-Thouless line [97] at which the replica symmet-
ric solution becomes unstable. Nishimori and Nonomura [298] solve the problem by
using a standard approach based on the replica method. Following again the mean
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field theory of transverse Ising Sherrington-Kirkpatrick model [369], they can gen-
erate the self-consistent equations as

m =
∫

DzY−1
∫

Dwgu−1 sinhβu (9.1.9)

r = q

(1 − βS + βq)2
(9.1.10)

t = r + S − q

1 − βS + βq
(9.1.11)

q =
∫

Dz

(
Y−1

∫
Dwqu−1 sinhβu

)2

(9.1.12)

S =
∫

DzY−1
(∫

Dwq2u−1 coshβu+ T Γ

∫
Dwu−1 sinhβu

)

(9.1.13)

where we defined

g = m+ √
αr z +√α(t − r)w (9.1.14)

u =
√
g2 + Γ 2, Y =

∫
Dw coshβu (9.1.15)

where we set mμ = δμ,1m, namely, we consider the case in which a specific pattern
ξ1 = (1, . . . ,1) is recalled. The detail of the derivation is given in Appendix 9.A.

We draw the phase diagram in Fig. 9.1 (right). R-I in the panel corresponds to
the area where the ferromagnetic memory state is a global minimum, whereas R-II
denotes the area in which the memory state is a local minimum of the free energy.
The areas 0 ≤ T ≤ TC and TC < T ≤ TM in the left panel correspond to the regions
R-I and R-II in the right panel, respectively. It appears that the quantum fluctuations
destroy the overlap states and the critical loading capacity αc (� 0.138 for T =
Γ = 0) decreases continually with Γ (αc = 0 for Γ = 1).

9.1.2 Pattern-Recalling Processes

In the above subsections, we discussed equilibrium properties of quantum Hopfield
model. However, the dynamical properties of the system, especially, the pattern-
recalling process also have a rich behaviour. In the following subsections, we argue
such dynamics of the quantum Hopfield model in which of order 1 patterns are
embedded [192].

9.1.2.1 The Classical System

We first revisit the conventional Hopfield model described by classical Ising spin.
Let us consider the network having N -neurons. Each neuron Si takes two states,
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namely, Si = +1 (fire) and Si = −1 (stationary). Neuronal states are given by the
set of variables Si , that is, S = (S1, . . . , SN), Si ∈ {+1,−1}. Each neuron is located
on a complete graph, namely, graph topology of the network is ‘fully-connected’.
The synaptic connection between arbitrary two neurons, say, Si and Sj is defined
by the following Hebb rule:

Jij = 1

N

∑

μ,ν

ξ
μ
i Aμνξ

ν
j (9.1.16)

where ξμ = (ξ1, . . . , ξN), ξ
μ
i ∈ {+1,−1} denote the embedded patterns and each of

them is specified by a label μ = 1, . . . ,P . Aμν denotes (P × P)-size matrix and
P stands for the number of built-in patterns. We should keep in mind that there
exists an energy function (a Lyapunov function) in the system if the matrix Aμν is
symmetric.

Then, the output of the neuron i, that is, Si is determined by the sign of the local
field hi as

hi =
p∑

μ,ν=1

ξ
μ
i Aμνm

ν + 1

N

P∑

a,b=p+1

ξai Aab

∑

j

ξ ν
′

j Sj (9.1.17)

where Aμν and Aab are elements of p × p, (P − p) × (P − p)-size matrices, re-
spectively. We also defined the overlap (the direction cosine) between the state of
neurons S and one of the built-in patterns {ξμi } by

mν ≡ 1

N

∑

i

ξ νi Si . (9.1.18)

Here we should notice that the Hamiltonian of the system is given by −∑i hiSi .
The first term appearing in the left hand side of Eq. (9.1.17) is a contribution from
p ∼ O(1) what we call ‘condensed patterns’, whereas the second term stands for
the so-called ‘cross-talk noise’.

To evaluate the cross-talk noise, let us first consider the case in which the sec-
ond term is negligibly small in comparison with the first term, namely, the case of
P = p ∼ O(1). Then, the cross-talk noise is evaluated as

√
pN/N ∼ 1/

√
N = 0

in the limit of N → ∞. In this sense, we can say that the network is ‘far from its
saturation’. On the other hand, for the case of P = O(N), p = O(1), one can evalu-
ate the cross-talk as

√
pN/N ∼ O(1), which is the same order as the signal. In this

case, we can say that the network is ‘near saturation’

9.1.2.2 The Quantum System

To extend the classical system to the quantum-mechanical variant, we rewrite the
local field hi as follows

φi =
p∑

μ,ν=1

ξ
μ
i Aμν

(
1

N

∑

i

ξ νi Sz
i

)
(9.1.19)
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where Sz
i (i = 1, . . . ,N ) stands for the z-component of the Pauli matrix. Thus, the

Hamiltonian H 0 ≡ −∑i φiS
z
i is a diagonalised (2N ×2N)-size matrix and the low-

est eigenvalue is identical to the ground state of the classical Hamiltonian −∑i φiSi
(Si is an eigenvalue of the matrix Sz

i ).
Then, we introduce quantum-mechanical noise into the Hopfield neural network

by adding the transverse field to the Hamiltonian as follows

H = H 0 − Γ

N∑

i=1

Sx
i (9.1.20)

where Sx
i is the x-component of the Pauli matrix and transitions between eigenvec-

tors of the classical Hamiltonian H 0 are induced due to the off-diagonal elements
of the matrix H for Γ �= 0. In this paper, we mainly consider the system described
by (9.1.20).

9.1.2.3 Quantum Monte Carlo Method

The dynamics of the quantum model (9.1.20) follows Schrödinger equation. Thus,
we should solve it or investigate the time dependence of the state |ψ(t)〉 by using
the time-evolutionary operator e−iHΔt/� defined for infinitesimal time Δt as

∣∣ψ(t +Δt)
〉= e−iHΔt/�

∣∣ψ(t)
〉
. (9.1.21)

However, even if we carry it out numerically, it is very hard for us to do it with
reliable precision because (2N × 2N)-size Hamilton matrix becomes huge for the
number of neurons N � 1 as in a realistic brain. Hence, here we use the quantum
Monte Carlo method to simulate the quantum system in our personal computer and
consider the stochastic processes of Glauber-type to discuss the pattern-recalling
dynamics of the quantum Hopfield model.

9.1.2.4 The Suzuki-Trotter Decomposition

The difficulty to carry out algebraic calculations in the model system is due to
the non-commutation operators appearing in the Hamiltonian (9.1.20), namely,
H 0,H 1 ≡ −Γ

∑
i S

x
i . Thus, we use the following Suzuki-Trotter decomposition

[386] in order to deal with the system as a classical spin system

tr eβ(H 0+H 1) = lim
M→∞ tr

(
exp

(
βH 0

M

)
exp

(
βH 1

M

))M

(9.1.22)

where β denotes the ‘inverse temperature’ and M is the number of the Trotter slices,
for which the limit M → ∞ should be taken. Thus, one can deal with d-dimensional
quantum system as the corresponding (d + 1)-dimensional classical system.
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9.1.2.5 Derivation of the Deterministic Flows

In the previous section, we mentioned that we should simulate the quantum Hop-
field model by means of the quantum Monte Carlo method to reveal the quantum
neuro-dynamics through the time-dependence of the macroscopic quantities such as
the overlap. However, in general, it is also very difficult to simulate the quantum-
mechanical properties at the ground state by a personal computer even for finite size
systems (N,M < ∞).

With this fact in mind, in this section, we attempt to derive the macroscopic flow
equations from the microscopic master equation for the classical system regarded
as the quantum system in terms of the Suzuki-Trotter decomposition. This approach
[192] is efficiently possible because the Hopfield model is a fully-connected mean-
field model such as the Sherrington-Kirkpatrick model [369] for spin glasses and its
equilibrium properties are completely determined by several order parameters.

9.1.2.6 The Master Equation

After the Suzuki-Trotter decomposition, we obtain the local field for the neuron i

located on the k-th Trotter slice as follows

βφi

(
Sk : Si(k ± 1)

)= β

M

∑

μ,ν

ξνi Aμν

{
1

N

∑

j

ξ νj Sj (k)

}

+ B

2

{
Si(k − 1)+ Si(k + 1)

}
(9.1.23)

where parameter B is related to the amplitude of the transverse field (the strength of
the quantum-mechanical noise) Γ by

B = 1

2
log coth

(
βΓ

M

)
. (9.1.24)

In the classical limit Γ → 0, the parameter B goes to infinity. For the symmetric
matrix Aμν , the Hamiltonian (scaled by β) of the system is given by −∑i βφi(Sk :
S(k ± 1))Si(k).

Then, the transition probability which specifies the Glauber dynamics of the sys-
tem is given by

wi(Sk) = 1

2

[
1 − Si(k) tanh

(
βφi

(
Sk : S(k ± 1)

))]
. (9.1.25)

More explicitly, wi(Sk) denotes the probability that an arbitrary neuron Si(k)

changes its state as Si(k) → −Si(k) within the time unit. Therefore, the probabil-
ity that the neuron Si(k) takes +1 is obtained by setting Si(k) = −1 in the above
wi(Sk) and we immediately find Si(k) = Si(k − 1) = Si(k + 1) with probability 1
in the limit of B → ∞ which implies the classical limit Γ → 0.

Hence, the probability that a microscopic state including the M-Trotter slices
{Sk} ≡ (S1, . . . ,SM),Sk ≡ (S1(k), . . . , SN(k)) obeys the following master equa-
tion:
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dpt ({Sk})
dt

=
M∑

k=1

N∑

i=1

[
pt

(
F

(k)
i (Sk)

)
wi

(
F

(k)
i (Sk)

)− pt(Sk)wi(Sk)
]

(9.1.26)

where F
(k)
i (·) denotes a single spin flip operator for neuron i on the Trotter slice k

as Si(k) → −Si(k). When we pick up the overlap between neuronal state Sk and
one of the built-in patterns ξ ν , namely,

mk ≡ 1

N

(
Sk · ξ ν)= 1

N

∑

i

ξ νi Si(k) (9.1.27)

as a relevant macroscopic quantity, the joint distribution of the set of the overlaps
{m1, . . . ,mM} at time t is written in terms of the probability for realisations of
microscopic states pt ({Sk}) at the same time t as

Pt

(
mν

1, . . . ,m
ν
M

)=
∑

{Sk}
pt

({Sk}
) M∏

k=1

δ
(
mν

k −mν
k(Sk)

)
(9.1.28)

where we defined the sums by
∑

{Sk}
(· · ·) ≡

∑

S1

· · ·
∑

SM

(· · ·),
∑

Sk

(· · ·) ≡
∑

S1(k)=±1

· · ·
∑

SN (k)=±1

(· · ·).

(9.1.29)

Taking the derivative of Eq. (9.1.28) with respect to t and substituting (9.1.26) into
the result, we have the following differential equations for the joint distribution

dPt (m
ν
1, . . . ,m

ν
M)

dt

=
∑

k

∂

∂mν
k

{
mν

kPt

(
mν

1, . . . ,m
ν
k, · · · ,mν

M

)}

−
∑

k

∂

∂mν
k

{
Pt

(
mν

1, . . . ,m
ν
k, . . . ,m

ν
M

)∫ ∞

−∞
D
[
ξν
]
dξν

×
∑

{Sk} pt({Sk})ξν tanh[βφ(k)]∏k,i δ(m
ν
k −mν

k(Sk))∑
{Sk} pt ({Sk})∏k δ(m

ν
k −mν

k(Sk))

}

× δ
(
S(k + 1)− Si(k + 1)

)
δ
(
S(k − 1)− Si(k − 1)

)
(9.1.30)

where we introduced several notations

D
[
ξν
]≡ 1

N

∑

i

δ
(
ξν − ξνi

)
(9.1.31)

βφ(k) ≡ β
∑

μν ξ
μAμν

M
mν

k + B

2
S(k − 1)+ B

2
S(k + 1) (9.1.32)

for simplicity.
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Here we should notice that if the local field βφ(k) is independent of the micro-
scopic variable {Sk}, one can get around the complicated expectation of the quan-
tity tanh[βφ(k)] over the time-dependent Gibbs measurement which is defined in
the sub-shell:

∏
k δ(m

ν
k − mν

k(Sk)). As the result, only procedure we should carry
out to get the deterministic flow is to calculate the data average (the average over
the built-in patterns). However, unfortunately, we clearly find from Eq. (9.1.32) that
the local field depends on the {Sk}. To overcome the difficulty and to carry out the
calculation, we assume that the probability pt({Sk}) of realisations for microscopic
states during the dynamics is independent of t , namely,

pt

({Sk}
)= p

({Sk}
)
. (9.1.33)

Then, our average over the time-dependent Gibbs measurement in the sub-shell is
rewritten as
∑

{Sk} pt({Sk})ξν tanh[βφ(k)]∏k,i δ(m
ν
k −mν

k(Sk))∑
{Sk} pt ({Sk})∏k δ(m

ν
k −mν

k(Sk))

× δ
(
S(k + 1)− Si(k + 1)

)
δ
(
S(k − 1)− Si(k − 1)

)

≡
〈
ξν tanh

[
βφ(k)

]∏

i

δ
(
S(k + 1)− Si(k + 1)

)
δ
(
S(k − 1)− Si(k − 1)

)〉

∗
(9.1.34)

where 〈· · ·〉∗ stands for the average in the sub-shell defined by mν
k = mν

k(Sk) (∀k):

〈· · ·〉∗ ≡
∑

{Sk} p({Sk})(· · ·)∏k δ(m
ν
k −mν

k(Sk))∑
{Sk} p({Sk})∏k δ(m

ν
k −mν

k(Sk))
. (9.1.35)

If we notice that the Gibbs measurement in the sub-shell is rewritten as

∑

{Sk}
p
({Sk}

)∏

k

δ
(
mν

k −mν
k(Sk)

)= tr{S} exp

[
β

M∑

l=1

φ(l)S(l)

]
(9.1.36)

(tr{S}(· · ·) ≡∏k

∑
Sk
(· · ·)), and the quantity

tanh
[
βφ(k)

]=
∑

S(k)=±1 S(k) exp[βφ(k)S(k)]
∑

S(k)=±1 exp[βφ(k)S(k)] (9.1.37)

is independent of S(k), the average appearing in (9.1.34) leads to
〈
ξν tanh

[
βφ(k)

]∏

i

δ
(
S(k ± 1)− Si(k ± 1)

)〉

∗

= tr{S} ξν{ 1
M

∑M
l=1 S(l)} exp[βφ(k)S(k)]

tr{S} exp[βφ(k)S(k)]
≡ ξν〈S〉(ξν )path (9.1.38)

in the limit of M → ∞. This is nothing but a path integral for the effective sin-
gle neuron problem in which the neuron updates its state along the imaginary
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time axis: tr{S}(· · ·) ≡∑S(1)=±1 · · ·∑S(M)=±1(· · ·) with weights exp[βφ(k)S(k)]
(k = 1, . . . ,M).

Then, the differential equation (9.1.30) leads to

dPt (m
ν
1, . . . ,m

ν
M)

dt

=
∑

k

∂

∂mν
k

{
mν

kPt

(
mν

1, . . . ,m
ν
k, . . . ,m

ν
M

)}

−
∑

k

∂

∂mν
k

{
Pt

(
mν

1, . . . ,m
ν
k, . . . ,m

ν
M

)∫ ∞

−∞
D
[
ξν
]
dξνξν〈S〉(ξν )path

}
.

(9.1.39)

In order to derive the compact form of the differential equations with respect to
the overlaps, we substitute Pt (m

ν
1, . . . ,m

ν
M) =∏M

k=1 δ(m
ν
k − mν

k(t)) into the above
(9.1.39) and multiplying mν

l by both sides of the equation and carrying out the
integral with respect to dmν

1 · · ·dmν
M by part, we have for l = 1, . . . ,M as

dmν
l

dt
= −mν

l +
∫ ∞

−∞
D
[
ξν
]
dξνξν〈S〉(ξν)path. (9.1.40)

Here we should notice that the path integral ξν〈S〉(ξν )path depends on the embedded
patterns ξ ν . In the next subsection, we carry out the quenched average explicitly
under the so-called static approximation.

9.1.2.7 Static Approximation

In order to obtain the final form of the deterministic flow, we assume that macro-
scopic quantities such as the overlap are independent of the Trotter slices k during
the dynamics. Namely, we must use the so-called static approximation:

mν
k = mν (∀k). (9.1.41)

Under the static approximation, let us use the following inverse process of the
Suzuki-Trotter decomposition (9.1.22):

lim
M→∞ZM = tr exp

[
β
∑

μν

ξμAμνm
νSz + βΓ Sx

]
(9.1.42)

ZM ≡ tr{S} exp

[
β
∑

μν ξ
μAμνm

ν

M

∑

k

S(k)+B
∑

k

S(k)S(k + 1)

]
. (9.1.43)

Then, one can calculate the path integral immediately as

〈S〉(ξν )path =
∑

μν ξ
μAμνm

ν

√
(
∑

μν ξ
μAμνmν)2 + Γ 2

tanhβ

√√√√
(∑

μν

ξμAμνmν

)2

+ Γ 2.

(9.1.44)
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Inserting this result into (9.1.40), we obtain

dmν

dt
= −mν + � ξν

∑
μν ξ

μAμνm
ν

√
(
∑

μν ξ
μAμνmν)2 + Γ 2

tanhβ

√√√√
(∑

μν

ξμAμνmν

)2

+ Γ 2�

(9.1.45)

where we should bear in mind that the empirical distribution D[ξν] in (9.1.40) was
replaced by the built-in pattern distribution P(ξν) as

lim
N→∞

1

N

∑

i

δ
(
ξνi − ξν

)= P
(
ξν
)

(9.1.46)

in the limit of N → ∞ and the average is now carried out explicitly as
∫

D
[
ξν
]
dξν(· · ·) =

∫
P
(
ξν
)
dξν(· · ·) ≡ �· · ·�. (9.1.47)

Equation (9.1.45) is a general solution for the problem.

9.1.2.8 The Classical and Zero-Temperature Limits

It is easy for us to take the classical limit Γ → 0 in the result (9.1.45). Actually, we
have immediately

dmν

dt
= −mν + �ξν tanh

(
β
∑

μν

ξμAμνm
ν

)
�. (9.1.48)

The above equation is identical to the result by Coolen and Ruijgrok [87] who
considered the retrieval process of the conventional Hopfield model under thermal
noise.

We can also take the zero-temperature limit β → ∞ in Eq. (9.1.45) as

dmν

dt
= −mν + � ξν

∑
μν ξ

μAμνm
ν

√
(
∑

μν ξ
μAμνmν)2 + Γ 2

�. (9.1.49)

Thus, Eq. (9.1.45) including the above two limiting cases is our general solution
for the neuro-dynamics of the quantum Hopfield model in which O(1) patterns are
embedded. Thus, we can discuss any kind of situations for such pattern-recalling
processes and the solution is always derived from (9.1.45) explicitly.

9.1.2.9 Limit Cycle Solution for Asymmetric Connections

In this section, we discuss a special case of the general solution (9.1.45). Namely,
we investigate the pattern-recalling processes of the quantum Hopfield model with
asymmetric connections A ≡ {Aμν}.
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Fig. 9.2 Time evolutions of
m1 and m2 for the case of
Γ = 0.01

9.1.2.10 Result for Two-Patterns

Let us consider the case in which just only two patterns are embedded via the fol-
lowing matrix:

A =
(

1 −1
1 1

)
. (9.1.50)

Then, from the general solution (9.1.45), the differential equations with respect to
the two overlaps m1 and m2 are written as

dm1

dt
= −m1 + m1√

(2m1)2 + Γ 2
− m2√

(2m2)2 + Γ 2

dm2

dt
= −m2 + m1√

(2m1)2 + Γ 2
+ m2√

(2m2)2 + Γ 2
.

In Fig. 9.2, we show the time evolutions of the overlaps m1 and m2 for the case
of the amplitude Γ = 0.01. From this figure, we clearly find that the neuronal state
evolves as A → B → A → B → A → B → ·· · (A,B denote the ‘mirror images’
of A and B , respectively), namely, the network behaves as a limit cycle.

To compare the effects of thermal and quantum noises on the pattern-recalling
processes, we plot the trajectories m1–m2 for (T ≡ β−1,Γ ) = (0,0.01), (0.01,0)
(left panel), (T ,Γ ) = (0,0.8), (0.8,0) (right panel) in Fig. 9.3. From these panels,
we find that the limit cycles are getting collapsed as the strength of the noise level
is increasing for both thermal and quantum-mechanical noises, and eventually the
trajectories shrink to the origin (m1,m2) = (0,0) in the limit of T ,Γ → ∞.

9.2 Statistical Mechanics of Information

In the previous section, we consider the quantum-mechanical variant of the Hop-
field model in terms of transverse Ising model. We could apply the knowledge of
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Fig. 9.3 Trajectories m1–m2 for (T ,Γ ) = (0,0.01), (0.01,0) (left panel), (T ,Γ ) = (0,0.8),
(0.8,0) (right panel)

transverse Ising model to a specific problem in the outside of physics. However,
application of the transverse field Ising model is not limited to the Hopfield model.
As we saw, the quantum fluctuation in the Hopfield model works on the retrieval
properties as ‘quantum-mechanical noise’ to prevent the network from recalling
an embedded pattern. In this sense, the use of the transverse field is rather ‘nega-
tive’ effect on the information processing in artificial brain. However, we use the
quantum fluctuation induced by the transverse field to construct useful algorithms
for massive information processing such as image restoration or error-correcting
codes.

Recently, problems of information processing were investigated from statistical
mechanical point of view [297]. Among them, image restoration (see [320, 396,
422] and references there in) and error-correcting codes [374] are most suitable
subjects. In the field of the error-correcting codes, Sourlas [374] showed that the
convolution codes can be constructed by infinite range spin-glasses Hamiltonian
and the decoded message should correspond to the zero temperature spin configu-
ration of the Hamiltonian. Ruján [337] suggested that the error of each bit can be
suppressed if one uses finite temperature equilibrium states (sign of the local mag-
netisation) as the decoding result, what we call the MPM (Maximizer of Posterior
Marginal) estimate, instead of zero temperature spin configurations, and this opti-
mality of the retrieval quality at a specific decoding temperature (this temperature is
well known as the Nishimori temperature in the field of spin glasses) is proved by
Nishimori [296].

The next remarkable progress in this direction was done by Nishimori and Wong
[299]. They succeeded in giving a new procedure in order to compare the perfor-
mance of the zero temperature decoding (statisticians call this strategy the MAP
(Maximum A Posteriori) estimation) with that of the finite temperature decod-
ing, the MPM estimation. They introduced an infinite range model of spin-glasses
like the Sherrington-Kirkpatrick (SK) model [369] as an exactly solvable example.
Kabashima and Saad [210] succeeded in constructing more practical codes, namely,
low density parity check (LDPC) codes by using the spin glass model with finite
connectivities. In these decoding process, one of the most important problems is
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how one obtains the minimum energy states of the effective Hamiltonian as quickly
as possible. Geman and Geman [155] used simulated annealing [228] in the con-
text of image restoration to obtain good recovering of the original image from its
corrupted version. Recently, Tanaka and Horiguchi [396, 397] introduced a quan-
tum fluctuation, instead of the thermal one, into the mean-field annealing algorithm
and showed that performance of the image recovery is improved by controlling the
quantum fluctuation appropriately during its annealing process.

As we saw in Chap. 10, the attempt to use the quantum fluctuation to search
the lowest energy states in the context of annealings by Markov chain Monte Carlo
methods, what we call quantum annealing, is originally introduced by [11, 135] and
its application to the combinatorial optimisation problems including the ground state
searching for several spin glass models was done by Kadowaki and Nishimori [211]
and Santoro et al. [342]. However, these results are restricted to research aided by
computer simulations, although there exist some extensive studies on the Landau-
Zener’s model for the single spin problems [276, 277, 443].

Recently, the averaged case performance of the both MPM and MAP estima-
tions for image restoration with quantum fluctuation was investigated by Inoue [190]
for the mean-field model. He also carried out the quantum Monte Carlo method to
evaluate the performance for two dimensional pictures and found that the quantum
fluctuation suppress the error due to failing to set the hyperparameters effectively,
however, the best possible value of the bit-error rate does not increases by the quan-
tum fluctuation. In this result the quantum and the thermal fluctuations are com-
bined in the MPM estimation (the effective temperature is unity). Therefore, it is
important for us to revisit this problem and investigate to what extent the MPM
estimation, which is based on pure quantum fluctuation and without any thermal
one, works effectively. From this direction of studies, the MPM estimation by us-
ing quantum fluctuation at zero temperature was discussed in [93] (see a chapter
given by Inoue, pp. 259–296). In this reference, the decoding performance of the
Sourlas codes by MPM estimation with quantum fluctuation was also given and the
relation ship between the phase transition and the so-called Shannon’s bound was
clarified.

In this subsection according to [93], we make this point clear and show that the
best possible performance obtained by the MPM estimation, which is purely induced
by quantum fluctuations, is exactly the same as the results by the thermal MPM
estimation. The Nishimori-Wong condition [296, 299] for the quantum fluctuation,
on which the best possible performance is achieved, is also discussed. Moreover,
we extend the Sourlas codes [374] by means of the spin glass model with p-spin
interaction in a transverse field [65, 158] and discuss the tolerance of error-less
(or quite low-error) state to the quantum uncertainties in the prior distribution. In
last part of this section, we check the performance of the MAP and MPM image
restorations predicted by the analysis of the mean-field infinite range model by using
the quantum Markov chain Monte Carlo method [386] and the quantum annealing
[11, 135, 211, 342].
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Fig. 9.4 A typical example of image data retrieval. From the left to the right, the original {ξ}, the
degraded {τ } and the recovering {S} images. The above restored image was obtained by quantum
annealing. The detailed account of this method will be explained and discussed in the last section.
The original image (left) is a Japanese seal (what we call ‘inkan’) for surname ‘Inoue’ in kanji
character

9.2.1 Bayesian Statistics and Information Processing

In the field of signal processing or information science, we need to estimate the orig-
inal message which is sent via email or fax. Usually, these massages are degraded
by noise and we should retrieve the original messages (Fig. 9.4). Then, if possible,
we can send these messages not only as sequence of information bits but also as
some redundant information such as parity check. In such problems, noise channels
or statistical properties of the original message are specified by some appropriate
probabilistic models (see [254] for the basics of such probabilistic models). In this
subsection, we explain the general definitions of our problems and how these prob-
lems link to statistical physics.

9.2.1.1 General Definition of the Model System

Let us suppose that the original information is represented by a configuration of
Ising spins {ξ} ≡ (ξ1, ξ2, . . . , ξN) (each spin takes ξi = ±1, i = 1, . . . ,N ) with prob-
ability P({ξ}). Of course, if each message/pixel ξi is generated from independent
identical distribution (i.i.d.), the probability of the configuration {ξ} is written by
the product of the probability P(ξi), namely, P({ξ}) =∏N

i=1 P(ξi).
These messages/pixels {ξ} are sent through the noisy channel by not only the

form of the sequence of the original messages/pixels {ξ}, but also as ‘spin products’
{ξi1 · · · ξip} ≡ {J 0

i1···ip} for appropriately chosen set of indexes {i1, . . . , ip} (what we
call parity check in the context of error-correcting codes). Therefore, the outputs of
the noisy channel are exchange interactions {Ji1···ip} and fields {τ }. Namely,

{ξ} noise−−−→ {τ }
{
J 0
i1···ip

} noise−−−→ {Ji1···ip}.
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In the field of information theory (see [254] for example), the noisy channel is spec-
ified by the conditional probability like P({τ }|{ξ}) or P({J }|{J 0}). If each mes-
sage/pixel ξi and parity check J 0

i1·ip are affected by the channel noise independently,
the probabilities of output sequences {τ } ≡ (τ1, . . . , τ2) or {J } ≡ {Ji1···ip}∀(i1···ip)
for given input sequences {ξ} = (ξ1, . . . , ξN) or {J 0} = {J 0

i1···ip}∀(i1···ip) are written
by

P
({τ }|{ξ})=

N∏

i=1

P(τi |ξi), P
({J }|{J 0})=

∏

(i1···ip)
P
(
Ji1···ip|J 0

i1···ip
)
, (9.2.1)

respectively, where
∏

(i1···ip)(· · ·) stands for the product of all possible combinations
of p indices (i1 · · · ip).

In this book, we use the following two kinds of the noisy channel. The first one is
referred to as binary symmetric channel (BSC). In this channel, each message/pixel
ξi and parity check Ji1···jp change their signs with probabilities pτ and pr , respec-
tively. By introducing the parameters

βτ ≡ 1

2
log

(
1 − pτ

pτ

)
, βr ≡ 1

2
log

(
1 − pr

pr

)
, (9.2.2)

the conditional probabilities (9.2.1) are given by

P
({τ }|{ξ})=

N∏

i=1

P(τi |ξi) =
N∏

i=1

{
eβτ τiξi∑

τi=±ξi
eβτ τiξi

}
= eβτ

∑
i τi ξi

(2 coshβτ )N
(9.2.3)

P
({J }|{J 0})=

∏

(i1···ip)
P
(
Ji1···ip|J 0

i1···ip
)=

∏

(i1···ip)

{
eβrJi1···ipJ 0

i1···ip
∑

Ji1···ip=±J 0
i1···ip

eβrJi1···ipJ 0
i1···ip

}

= eβr
∑

(i1···ip) Ji1···ipJ 0
i1···ip

(2 coshβr)NB
(9.2.4)

where we defined N ≡∑i 1,NB ≡∑(i1···ip) 1.
Thus, the probability of the output sequences {J }, {τ } provided that the cor-

responding input sequence of the original messages/pixels is {ξ} is obtained by∑
{J0} P({J }|{J 0})P ({J 0}|{ξ})P ({τ }|{ξ}), that is to say,

P
({J }, {τ }|{ξ})= exp(βr

∑
(i1,···,ip) Ji1···ip ξi1· · ·ξip + βτ

∑
i τiξi)

(2 coshβr)NB(2 coshβτ )N
(9.2.5)

where we used the following condition:

P
({
J 0}|{ξ})=

∏

(i1···ip)
δJ 0

i1···ip, ξi1···ξip . (9.2.6)

The second type of the noisy channel is called as Gaussian channel (GC). The above
BSC (9.2.5) is simply extended to the GC as follows.

P
({J }, {τ }|{ξ})= e

− 1
2J2

∑
(i1,...,ip)(Ji1···ip−J0ξi1···ξip)2− 1

2a2

∑
i (τi−a0ξi )

2

(
√

2π J)NB(
√

2π a)N
. (9.2.7)
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We should notice that these two channels can be treated within a single form:

P
({J }, {τ }|{ξ})=

∏

(i1···ip)
Fr(Ji1···ip)

∏

i

Fτ (τi)

× exp

(
βr
∑

i1···ip
Ji1···ip ξi1 · · · ξip + βτ

∑

i

τiξi

)
(9.2.8)

with

Fr(Ji1...ip) =
∑

j=±1 δ(Ji1···ip − j)

2 coshβr
, Fτ (τi) =

∑
j=±1 δ(τi − j)

2 coshβτ
(9.2.9)

for the BSC and

Fr(Ji1···ip) = exp[− 1
2J 2 (J

2
i1···ip + J 2

0 )]√
2πJ 2

, Fτ (τi) = exp[− 1
2a2 (τ

2
i + a2

0)]√
2πa2

(9.2.10)

for the GC. Therefore, it must be noted that there exist relationship between the
parameters for both channels as

βr = J0

J 2
, βτ = a0

a2
. (9.2.11)

Main purpose of signal processing we are dealing with in this subsection is to
estimate the original sequence of messages/pixels {ξ} from the outputs {J }, {τ } of
the noisy channel. For this aim, it might be convenient for us to construct the prob-
ability of the estimate {S} for the original messages/pixels sequence {ξ} provided
that the outputs of the noisy channel are {J } and {τ }.

From the Bayes formula:

P(B|A) = P(A|B)P (B)∑
B P (A|B)P (B)

, (9.2.12)

where P(B), P(A|B), P(B|A) are referred to as prior, likelihood and posterior,
respectively. Thus, in our model system, the probability P({S}|{J }, {τ }) is written
in terms of the likelihood: P({J }, {τ }|{S}) and the prior: Pm({S}) as follows

P
({S}|{J }, {τ })= P({J }, {τ }|{S})Pm({S})∑

{S} P({J }, {τ }|{S})Pm({S}) . (9.2.13)

As the likelihood has a meaning of the probabilistic model of the noisy channel, we
might choose it naturally as

P
({J }, {τ }|{S})= exp(βJ

∑
(i1···ip) Ji1···ipSi1 · · ·Sip + h

∑
i τiSi)

(2 coshβJ )NB (2 coshh)N
(9.2.14)

for the BSC and

P
({J }, {τ }|{S})= e− βJ

2

∑
(i1···ip)(Ji1···ip−Si1···Sip)2−h

∑
i (τi−Si)

2

(2π/βJ )NB/2(π/h)N/2
(9.2.15)

for the GC.
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Therefore, the posterior P({S}|{J }, {τ }) which is defined by (9.2.12), (9.2.13) is
rewritten in terms of the above likelihood as follows.

P
({S}|{J }, {τ })= e−βHeff

∑
{S} e−βHeff

(9.2.16)

where we defined the inverse temperature β = 1/T and set T = 1 in the above case.
The effective Hamiltonian Heff is also defined by

Heff = −βJ
∑

(i1···ip)
Ji1···jpSi1 · · ·Sip − h

∑

i

τiSi − logPm

({S}) (9.2.17)

for the BSC and

Heff = −βJ

2

∑

(i1···ip)
(Ji1···ip − Si1 · · ·Sip)2 − h

∑

i

(τi − Si)
2 − logPm

({S})

(9.2.18)

for the GC.

9.2.1.2 MAP Estimation and Simulated Annealing

As we mentioned, the posterior P({S}|{J }, {τ }) is a useful quantity in order to de-
termine the estimate {S} of the original messages/pixels sequence. As the estimate
of the original message/pixel sequence, we might choose a {S} which maximises
the posterior for a given set of the output sequence {J }, {τ }. Apparently, this esti-
mate {S} corresponds to the ground state of the effective Hamiltonian Heff. In the
context of Bayesian statistics, this type of estimate {S} is referred to as Maximum
A posteriori (MAP) estimate.

As we saw in Chap. 10, from the view point of important sampling from the
posterior as a Gibbs distribution (Gibbs sampler), such a MAP estimate is obtained
by controlling the temperature T as T → 0 during the Markov chain Monte Carlo
steps. This kind of optimisation method is well-known and is widely used as sim-
ulated annealing (SA) [155, 228]. As the optimal scheduling of the temperature T

is T (t) = c/ log(1 + t), which was proved by using mathematically rigorous argu-
ments [155].

9.2.1.3 MPM Estimation and a Link to Statistical Mechanics

From the posterior P({S}|{J }, {τ }), we can attempt to make another kind of estima-
tions. For this estimation, we construct the following marginal distribution for each
pixel Si :

P
(
Si |{J }, {τ })=

∑

{S}�=Si

P
({S}|{J }, {τ }). (9.2.19)
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Then, we might choose the sign of the difference between the probabilities
P(1|{J }, {τ }) and P(−1|{J }, {τ }) as the estimate of the i-th message/pixel, to
put it another way, we assume that the original pixel ξ̂i is +1 if P(1|{J }, {τ }) >
P (−1|{J }, {τ }) and ξ̂i = −1 vice versa. Thus we have

ξ̂i ≡ sgn

[ ∑

Si=±1

SiP
(
Si |{J }, {τ })

]
= sgn

(∑
{S} Si e−Heff

∑
{S} e−Heff

)
≡ sgn

(〈Si〉1
)

(9.2.20)

where we defined the bracket 〈· · ·〉β as

〈· · ·〉β ≡
∑

{S}(· · ·) e−βHeff

∑
{S} e−βHeff

. (9.2.21)

In this sense, the estimate ξ̂i is regarded as the result of ‘majority rule’ in which
each voting Si = ±1 fluctuates due to the ‘thermal’ fluctuation. Therefore, the above
estimate ξ̂i has a link to statistical mechanics through the local magnetisation 〈Si〉1
for the spin system described by Heff at temperature T = 1. This estimate ξ̂i =
sgn(〈Si〉1) is referred to as Maximizer of Posterior Marginal (MPM) estimate or
Finite Temperature (FT) estimate [337].

It is well-known that this estimate minimises the following bit-error rate [296,
299, 337]:

p
(MPM)
b = P

(1)
b (βJ ,h : Pm) = 1

2

[
1 −R(1)(βJ ,h : Pm)

]
(9.2.22)

with the overlap between the original message/pixel ξi and its MPM estimate ξ̂i =
sgn(〈Si〉):

R(1)(βJ ,h : Pm) =
∑

{ξ,J,τ }
P
({J }, {τ }, {ξ})ξi ξ̂i . (9.2.23)

Obviously, the bit-error rate for the MAP estimate is given by

p
(MAP)
b = lim

β→∞P (β)(βJ ,h : Pm) = 1

2

[
1 − lim

β→∞R(β)(βJ ,h : Pm)
]

(9.2.24)

with

R(β)(βJ ,h : Pm) =
∑

{ξ,J,τ }
P
({J }, {τ }, {ξ})ξi sgn

(〈Si〉β
)
. (9.2.25)

In the next section, we compare p
(MPM)
b with p

(MAP)
b by using replica method and

show the former is smaller than the later.

9.2.2 The Priors and Corresponding Spin Systems

In the previous two subsections, we showed the close relationship between Bayesian
inference of the original messages/pixels under some noises and statistical physics
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Fig. 9.5 We assume that the
local structure in binary
images is smooth so as to be
well-described by a snapshot
from the Gibbs distribution
for the ferromagnetic Ising
model

[297]. However, we do not yet mention about the choice of the prior distribution
Pm({S}) in the effective Hamiltonian Heff. In the framework of the Bayesian statis-
tics, the choice of the prior is arbitrary, however, the quality of the estimation for a
given problem strongly depends on the choice (what we call ‘model selection’).

9.2.2.1 Image Restoration and Random Field Ising Model

In image restoration, we might have an assumption that in realistic two dimensional
pictures, the nearest neighbouring sites should be inclined to be the same value (the
same colour), in other words, we assume that real picture should be locally smooth
(see Fig. 9.5). Taking this smoothness into account, then, it is quite reasonable for
us to choose the prior for image restoration as

Pm

({S})= eβm
∑

〈ij 〉 SiSj

Z(βm)
, Z(βm) =

∑

{S}
eβm

∑
〈ij 〉 SiSj , (9.2.26)

where
∑

〈i,j〉(· · ·) implies that the sum should be carried out for all pairs locating
as the nearest neighbours in the lattice. In conventional image restoration, we do
not send any parity check and only available information is the degraded sequence
of the pixels {τ }. Hence, we set βJ = 0 for this problem. Ultimately, we obtain the
effective Hamiltonian for our image restoration as

Heff = −βm
∑

〈ij〉
SiSj − h

∑

i

τiSi . (9.2.27)

This Hamiltonian is identical to that of the random field Ising model in which ran-
dom field on each cite corresponds to each degraded pixel τi .

9.2.2.2 Error-Correcting Codes and Spin Glasses with p-Body Interaction

In error-correcting codes, we usually use so-called uniform prior distribution be-
cause we do not have any idea about the properties of the original message sequence
{ξ} as we assumed smoothness for images. Thus, we set the prior as Pm({S}) = 2−N
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and substituting − logPm({S}) = N log 2 = const. into Heff (usually, we neglect the
constant term).

In this case, we do not use any a priori information to estimate the original mes-
sage, however, in error-correcting codes, we compensate this lack of information
with extra redundant information as a form of ξi1 · · · ξip (a parity), besides the orig-
inal message sequence {ξ}. In information theory, it is well-known that we can
decode the original message {ξ} without any error when the transmission rate R,
which is defined by R = N/NB (N original message length, NB : redundant mes-
sage length), is smaller than the channel capacity C (see for example [19, 254]). The
channel capacity is given by

C =
{

1 + p log2 p + (1 − p) log2(1 − p) (BSC)

1
2 log2(1 + J 2

0
J 2 ) (GC)

. (9.2.28)

As we will mention in the next subsection, when we send NCr combinations of p
bits among the original image {ξ}, as products ξi1 · · · ξip , error-less decoding might
be achieved in the limit of p → ∞. We call this type of code as Sourlas codes [374].
For this Sourlas codes, we obtain the following effective Hamiltonian.

Heff = −βJ
∑

(i1···ip)
Ji1···ipSi1 · · ·Sip − h

∑

i

τiSi . (9.2.29)

It is clear that this Hamiltonian is identical to that of the Ising spin glass model with
p-body interaction under some random fields on cites.

9.2.3 Quantum Version of Models

In the previous subsections, we explained the relationship between the Bayesian
statistics and statistical mechanics. We found that there exists the effective Hamil-
tonian for each problem of image restoration and error-correcting codes. In order
to extend the model systems to their quantum version, we add the transverse field
term: −Γ

∑
i S

x
i into the effective Hamiltonian. In this expression, {Sx} means the

x-component of the Pauli matrix and Γ controls the strength of quantum fluctua-
tion. Each term Γ Sx

i appearing in the sum might be understood as tunnelling prob-
ability between the ‘up-state’ |+〉i (Sz

i |+〉i = +1|+〉i ) and the ‘down-state’ |−〉i
(Sz

i |−〉i = −1|−〉i ), namely,

Γ Sx
i |+〉i = Γ |−〉i , Γ Sx

i |−〉i = Γ |+〉i , (9.2.30)

intuitively. The eigenvalues Si = ±1 of the matrix Sz
i correspond to the classical

Ising spin (information message/pixel). As the result, the quantum version of image
restoration is reduced to that of statistical mechanics for the following effective
Hamiltonian

H
quantum

eff = −βm
∑

〈ij〉
Sz
i S

z
j − h

∑

i

τiS
z
i − Γ

∑

i

Sx
i . (9.2.31)
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We also obtain the quantum version of the effective Hamiltonian for error-correcting
codes as

H
quantum

eff = −βJ
∑

(i1···ip)
Ji1···ipSz

i1 · · ·Sz
ip − h

∑

i

τiS
z
i − Γ

∑

i

Sx
i . (9.2.32)

We should keep in mind that in the context of the MAP estimation, it might be useful
for us to controlling the strength of the quantum fluctuation, namely, the amplitude
of the transverse field Γ as Γ → 0 during the quantum Markov chain Monte Carlo
steps. If this annealing process of Γ is slow enough, at the end Γ = 0, we might
obtain the ground states of the classical spin systems described by the following
Hamiltonian

H classical
eff = −βm

∑

〈ij〉
SiSj − h

∑

i

τiSi (9.2.33)

for image restoration and

H classical
eff = −βJ

∑

(i1···ip)
J(i1···ip)Si1 · · ·Sip − h

∑

i

τiSi (9.2.34)

for error-correcting codes, where Si stands for the eigenvalue of the matrix Sz
i . This

is an essential idea of the quantum annealing. We will revisit this problem in the last
section. In this section, we investigate its averaged case performance by analysis of
the infinite range model and by caring out quantum Markov chain Monte Carlo
simulations.

9.2.4 Analysis of the Infinite Range Model

In the previous subsections, we completely defined our two problems of information
processing, that is to say, image restoration and error-correcting codes as random
spin systems in a transverse field. We found that there exist two possible candi-
dates to determine the original sequence of the messages/pixels. The first one is
the MAP estimation and the estimate is regarded as ground states of the effective
Hamiltonian that is defined as a minus of logarithm of the posterior distribution.
As we mentioned, to carry out the optimisation of the Hamiltonian, both the simu-
lated annealing and the quantum annealing are applicable. In order to construct the
quantum annealing, we should add the transverse field to the effective Hamiltonian
and control the amplitude of the field Γ during the quantum Markov chain Monte
Carlo steps. Therefore, the possible extension of the classical spin systems to the
corresponding quantum spin systems in terms of the transverse field is an essential
idea.

Besides the MAP estimate as a solution of the optimisation problems, the MPM
estimate, which is given by the sign of the local magnetisation of the spin system,
is also available. This estimate is well-known as the estimate that minimises the bit-
error rate. Performances of both the MAP and the MPM estimations are evaluated
through this bit-error rate.



9.2 Statistical Mechanics of Information 313

In order to evaluate the performance, we first attempt to calculate the bit-error
rate analytically by using the mean-field infinite range model. As the most famous
example of solvable model, Sherrington-Kirkpatrick model [369] in spin glasses, we
also introduce the solvable models for both image restoration and error-correcting
codes. In this section, according to the previous work by the present author [190],
we first investigate the performance of image restoration.

It is important to bear in mind that in our Hamiltonian, there exists two types
of terms, namely, A0 = −H classical

eff and A1 = −Γ
∑

i S
x
i , and they do not com-

mute with each other. Therefore, it is impossible to calculate the partition function
directly. Hence, here we use the Suzuki-Trotter (ST) decomposition [386, 403]

Zeff = lim
M→∞ tr

{
exp

(
A0

M

)
exp

(
A1

M

)}M
(9.2.35)

to cast the problem into an equivalent classical spin system. In following, we calcu-
late the macroscopic behaviour of the model system with the assistance of the ST
formula [386, 403] and replica method [369] for the data {ξ, J, τ } average �· · ·�:

� logZeff� = lim
n→0

�Zn
eff� − 1

n
(9.2.36)

of the infinite range model.

9.2.4.1 Image Restoration

In order to analyse the performance of the MAP and the MPM estimation in image
restoration, we suppose that the original image is generated by the next probability
distribution,

P
({ξ})= exp(βs

N

∑
ij ξiξj )

Z(βs)
, Z(βs) =

∑

{ξ}
exp

(
βs

N

∑

ij

ξiξj

)
, (9.2.37)

namely, the Gibbs distribution of the ferromagnetic Ising model at the temperature
Ts = β−1

s . For this original image and under the Gaussian channel, the macroscopic
properties of the system like a bit-error rate are derived from the data-averaged free
energy � logZeff�. Using the ST formula and the replica method, we write down
the replicated partition function as follows

�Zn
eff� =

∑

{ξ}

∫ ∞

−∞

∏

ij

dJij√
2πJ 2/N

e
− N

2J2

∑
ij (Jij− J0

N
ξiξj )

2

×
∫ ∞

−∞

∏

i

dτi√
2πa

e
− 1

2a2

∑
i (τi−a0ξi )

2 × e(βs/N)
∑

ij ξi ξj

Z(βs)

× tr{S}
n∏

α=1

M∏

K=1

exp

[
βJ

M

∑

ij

Jij S
α
iKSα

jK + βm

MN

∑

ij

Sα
iKSα

jK

+ h

M

∑

i

τiS
α
iK +B

∑

i

Sα
iKSα

i,K+1

]
(9.2.38)
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where �· · ·� means average over the quenched randomness, namely, over the
joint probability P({J }, {τ }, {ξ}). We should keep in mind that these quantities {ξ}
and {J }, {τ } mean the data we send to the receiver and the outputs of the channel the
receiver obtain, respectively. Therefore, by calculating these averages �· · ·�, we
can evaluate the data-averaged case performance of the image restoration [190].
We also defined the partition function Z(βs) for the original images and B as
Z(βs) ≡∑{ξ} e(βs/N)

∑
ij ξi ξj ,B ≡ (1/2) log coth(Γ/M). The standard replica cal-

culation leads to the following expressions of the free energy density:

� logZeff� = �Zn
eff� − 1

nN
= −f RS

0

n
− f RS (9.2.39)

with

f RS
0 = 1

2
βsm

2
0 − log 2 cosh(βsm0) (9.2.40)

f RS = − (βJ J )
2

2
Q2 + (βJ J )

2

2
S2 + βm

2
m2 + βJ J0

2
t2

−
∑

ξ

M (ξ)

∫ ∞

−∞
Du log

∫ ∞

−∞
Dw 2 cosh

√
Φ2 + Γ 2 (9.2.41)

and the saddle point equations with respect to the order parameters as follows

�〈Sα
iK

〉� = m =
∑

ξ

M (ξ)

∫ ∞

−∞
Du

∫ ∞

−∞
Dω

(
Φ sinhΞ

ΞΩ

)
(9.2.42)

�ξi
〈
Sα
iK

〉� = t =
∑

ξ

ξM (ξ)

∫ ∞

−∞
Du

∫ ∞

−∞
Dω

(
Φ sinhΞ

ΞΩ

)
(9.2.43)

�〈(Sα
iK

)2〉� = Q =
∑

ξ

M (ξ)

∫ ∞

−∞
Du

[∫ ∞

−∞
Dω

(
Φ sinhΞ

ΞΩ

)]2

(9.2.44)

�〈Sα
iKSα

iL

〉� = S =
∑

ξ

M (ξ)

∫ ∞

−∞
Du

Ω

∫ ∞

−∞

[(
Φ

Ξ

)2

coshΞ + Γ 2
(

sinhΞ

Ξ3

)]

(9.2.45)

with �ξi� = m0 = tanh(βsm0) and M (ξ) = eβsm0ξ /2 cosh(βsm0), where we used
the replica symmetric and the static approximation, that is,

tK = t, Sα(KL) =
{
S (K �= L)

1 (K = L)
, Qαβ = Q (9.2.46)

and 〈· · ·〉 denotes the average over the posterior distribution and Φ , y and Ω are
defined as

Φ ≡ u

√
(ah)2 + (JβJ )2Q+ JβJω

√
S −Q+ (a0h+ J0βJ t)ξ + βmm (9.2.47)

Ξ ≡
√
Φ2 + Γ 2, Ω ≡

∫ ∞

−∞
Dω coshΞ. (9.2.48)
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Fig. 9.6 The bit-error rate pb = (1 − R)/2 without exchange term (βJ = 0) as a function of
temperature Tm = β−1

m (left: from [190]). Keeping the ratio to h/βm = βτ /βs = a0/a
2βs = 0.9

(we set a0 = a = 1), we change the value of Tm. For the case of Γ = 0, pb takes its minimum at
Tm = Ts = 0.9. For finite Γ , the optimal temperature Tm is not Ts , however, the minimum of pb

does not change. The right panel shows the optimal temperature T
opt
m as a function of Γ

Then, the overlap R which is a measure of retrieval quality is calculated explicitly
as

�ξi sgn
(〈
Sα
iK

〉)� = R =
∑

ξ

ξM (ξ)

∫ ∞

−∞
Du

∫ ∞

−∞
Dw sgn(Φ), (9.2.49)

then, of course, the bit-error rate is given by pb = (1 −R)/2.

9.2.4.2 Image Restoration at Finite Temperature

We first investigate the image restoration without parity check term βJ = 0. For
this case, the saddle point equations lead to the following much simpler coupled
equations:

m0 = tanh(βsm0) (9.2.50)

m =
∑

ξ

M (ξ)

∫ ∞

−∞
Du

Φ0 tanh
√
Φ2

0 + Γ 2

√
Φ2

0 + Γ 2
(9.2.51)

with Φ0 ≡ mβm + a0hξ + ahu. Then, the overlap R is also reduced to

R =
∑

ξ

ξM (ξ)

∫ ∞

−∞
Du sgn(Φ0) = 1 − 2pb (9.2.52)

where R depends on Γ through m. In Fig. 9.6 (left), we plot the bit-error rate pb as
a function of Tm = β−1

m for the case of no parity check βJ = 0. We choose the tem-
perature of the original image T −1

s = βs = 0.9 and noise rate βτ = a0/a
2 = 1. We
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Fig. 9.7 The bit-error rate pb is drawn for Tm = 0.01,0.1 and Tm = 0.9 as a function of Γ (left).
The right panel is the same type of the plot as the right panel in Fig. 9.6 for the case of Ts = 0.7

keep the ratio h/βm to its optimal value βτ /βs = 0.9 and investigate Tm-dependence
of pb . Then, the parameter Tm has a meaning of ‘temperature’ for simulated anneal-
ing. Obviously, p(MAP)

b = limTm→0 pb and pb at Tm = Ts is the lowest value of

p
(MPM)
b for Γ = 0.

Let us stress again that in practice, the infinite range model is not relevant for real-
istic two dimensional image restoration because all pixels are neighbour each other.
In order to restore these two dimensional images, we should use the prior P({ξ})
for two dimension. In fact, let us think about the overlap r between an original pixel
ξi and corresponding degraded pixel τi , namely,

r = �ξiτi� =
∑

τ,ξ=±1 eβτ ξτ+βsm0ξ (ξτ )

4 cosh(βτ ) cosh(βsm0)
= tanh(βτ ). (9.2.53)

From this relation, the error probability pτ is given as

pτ = (1 − r)/2 = 1/
(
1 + e2βτ

)= 0.119 <p
(MPM)
b (9.2.54)

for βτ = 1, and unfortunately, the restored image becomes much worse than the
degraded (see Fig. 9.6 (left)). This is because any spacial structure is ignored in this
artificial model. This result might be understood as a situation in which we try to
restore the finite dimensional image with some structures by using the infinite range
prior without any structure (namely, the correlation length between pixels is also
infinite).

However, the infinite range model is useful to predict the qualitative behaviour of
macroscopic quantities like bit-error rate and we can grasp the details of its hyper-
parameters (namely, Tm, h or Γ ) dependence and can also compare the MAP with
the MPM estimations. This is a reason why we introduce this model to the analy-
sis of image restoration problems. Of course, if we use two dimensional structural
priors, the both the MAP estimations via simulated and quantum annealing and the
MPM estimation by using thermal and quantum fluctuations work well for realistic
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Fig. 9.8 The bit-error rate pb as a function of βJ for Γ = 0,1,2 keeping the ration constant
h/βm = βτ /βs (left). In right panel, pb as a function of Γ is plotted for the case of βJ = 0.5,1,2.0

two dimensional image restoration. In the following subsections, we will revisit this
problem and find it. It is also important for us to bear in mind that the quality of the
restoration depends on the macroscopic properties of the original image.

In our choice of the original image, its macroscopic qualities are determined
by the temperature Ts and magnetisation m0 as a solution of m0 = tanh(βsm0).
Although we chose the temperature Ts = 0.9 in Fig. 9.6 (left), it is important to
check the retrieval quality for different temperatures Ts . In Fig. 9.7 (right), we plot
the bit-error rate for the case of Ts = 0.7. From this panel, we find pb < pτ and the
MPM estimation improves the quality of the restoration.

For Γ > 0, the optimal temperature which gives the minimum of pb is not Ts .
In the right panel of Fig. 9.6, we plot the T

opt
m as a function of Γ . In Fig. 9.7 (left),

we plot the bit-error rate as a function of Γ for Tm = Ts = 0.9 setting the ratio to its
optimal value h/βm = βτ /βs = 0.9. From this figure, we find that the MPM optimal
estimate no longer exists by adding the transverse field Γ > 0 and the bit-error rate
pb increases as the amplitude of the transverse field Γ becomes much stronger.

On the other hand, when we set the temperature Tm = 0.01, the Γ -dependence
of the bit-error rate is almost flat (see Fig. 9.7 (right)). We should notice that pb

at Γ = 0 for Tm = 0 corresponds to the performance of the MAP estimation by
quantum annealing. We discuss the performance of the quantum annealing in the
following subsections.

We next consider the performance for the MAP and the MPM estimations with
parity check term (βJ �= 0). We plot the result in Fig. 9.8. As we mentioned before,
two body parity check term works very well to decrease the bit-error rate pb . How-
ever, in this case, there does not exist the optimal βJ which minimises the bit-error
rate for any finite values of Γ . As we see the left panel in Fig. 9.8, for small value
of βJ , the restoration by a finite Γ is superior to that of absence of the transverse
field (Γ = 0).
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9.2.4.3 Hyperparameter Estimation

In this subsection, we evaluated the performance of the MAP and the MPM esti-
mations in image restoration through the bit-error rate. In these results, we found
that the macroscopic parameters, βm, h and Γ -dependence of the bit-error rate have
important information to retrieve the original image. However, from the definition,
(9.2.49), (9.2.52), as the bit-error rate contains the original image {ξ}, it is impossi-
ble for us to use pb as a cost function to determine the best choice of these param-
eters. In statistics, we usually use the marginal likelihood [193] which is defined by
the logarithm of the normalisation constant of tr{S} P({S}|{τ })Pm({S}), that is,

K
(
βm,h,Γ : {τ })≡ logZPos. − logZPri. − logZL (9.2.55)

where ZPos., ZPri. and ZL are normalisation constants for the posterior, the prior
and the likelihood, and which are given by

ZPos. = tr{σ } eβm
∑

ij S
z
i S

z
j+h

∑
i τiS

z
i +Γ

∑
i S

x
i (9.2.56)

ZPri. = tr{σ } eβm
∑

ij S
z
i S

z
j+Γ

∑
i S

x
i , ZL = tr{τ } eh

∑
i τiS

z
i , (9.2.57)

respectively. For simplicity, let us concentrate ourselves to the case of no parity
check βJ = 0.

It must be noted that the marginal likelihood (9.2.55) is constructed by using the
observables {τ } and does not contain the original image {ξ} at all. Therefore, in
practice, the marginal likelihood has a lot of information to determine the macro-
scopic parameters, what we call hyperparameters, before we calculate the MAP and
the MPM estimates.

In the infinite range model, it is possible for us to derive the data-averaged
marginal likelihood per pixel K(βJ ,h,Γ ) = �K(βJ ,h,Γ : {τ })�/N explicitly.
Here we first investigate the hyperparameter dependence of the marginal likelihood.
logZPri and � logZL� = � log

∫∞
−∞
∏

i dτi Fτ (τi)ehτiS
z
i � per pixel can be cal-

culated as

logZPri

N
= −βmm

2
1

2
+ log 2 cosh

√
(βmm1)2 + Γ 2 (9.2.58)

� logZL�
N

= −h2

2

[(
a0

ah

)2

− a2
]

(9.2.59)

and the data average of the first term of the right hand side of (9.2.55) is identical
to the free energy density for βJ = 0. Thus, we obtain the data-averaged marginal
likelihood as follows.

K(βm,h,Γ ) = −βmm
2

2
+
∑

ξ

M (ξ)

∫ ∞

−∞
Du log 2 cosh

√
Φ2

0 + Γ 2

+ βmm
2
1

2
− log 2 cosh

√
(βmm1)2 + Γ 2 + h2

2

[(
a0

ah

)2

− a2
]

(9.2.60)
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Fig. 9.9 The data-averaged marginal likelihood as a function of hyperparameters, βm, h and Γ

(left). The right panel shows the time development of the hyperparameter βm, h and Γ via gradient
descent of the marginal likelihood. We set the time constants cβm = ch = cΓ = 1 and the values of
true hyperparameters as Ts = β−1

s = 0.9, βτ = 1

where m1, m mean the magnetisations of the prior and the posterior, are given by

m1 = βmm1 tanh
√
(βmm1)2 + Γ 2

√
(βmm1)2 + Γ 2

(9.2.61)

and (9.2.51), respectively. In Fig. 9.9 (left), we plot K(βm,h,Γ ). In this figure, we
set Ts = 0.9, βτ = 1. We found that the data-averaged marginal likelihood takes its
maximum at Tm = Ts,h = βτ and Γ = 0. This result might be naturally understood
because the performance of both the MAP and MPM estimation should be the best
for setting the probabilistic models of the noise channel and the distribution of the
original image to the corresponding true probabilities. Therefore, it seems that the
transverse field Γ has no meaning for restoration.

When we attempt to maximise the marginal likelihood via gradient descent, we
need to solve the following coupled equations

cβm
dβm

dt
= ∂K

∂βm
=
〈∑

ij

Sz
i S

z
j

〉

Pos.
−
〈∑

ij

Sz
i S

z
j

〉

Pri.
(9.2.62)

ch
dh

dt
= ∂K

∂h
=
〈∑

i

τiS
z
i

〉

Pos.
−
〈∑

i

τiS
z
i

〉

Pri.
−
〈∑

i

τiS
z
i

〉

L

(9.2.63)

cΓ
dΓ

dt
= ∂K

∂Γ
=
〈∑

i

Sx
i

〉

Pos.
−
〈∑

i

Sx
i

〉

Pri.
(9.2.64)

with the definitions of the brackets

〈· · ·〉Pos. = tr{S}(· · ·) eβm
∑

ij S
z
i S

z
j+h

∑
i τiS

z
i +Γ

∑
i S

x
i

tr{σ } eβm
∑

ij S
z
i S

z
j+h

∑
i τiS

z
i +Γ

∑
i S

x
i

(9.2.65)
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〈· · ·〉Pri. = tr{S}(· · ·) eβm
∑

ij S
z
i S

z
j+Γ

∑
i S

x
i

tr{S} eβm
∑

ij S
z
i S

z
j+Γ

∑
i S

x
i

, 〈· · ·〉L = tr{τ }(· · ·) eh
∑

i τiS
x
i

tr{τ } eh
∑

i τiS
x
i

(9.2.66)

and time constants cβm, ch and cΓ .
For the infinite range model, we easily calculate these expectation explicitly. The

results are given by

cβm
dβm

dt
= m2

1 −m2

2
− βmm

2
1 tanh

√
(βmm1)2 + Γ 2

√
(βmm1)2 + Γ 2

+m
∑

ξ

M (ξ)

∫ ∞

−∞
Du

Φ0 tanh
√
Φ2

0 + Γ 2

√
Φ2

0 + Γ 2
(9.2.67)

ch
dh

dt
= −a2h+

∑

ξ

M (ξ)

∫ ∞

−∞
Du

Φ0(a0ξ + au) tanh
√
Φ2

0 + Γ 2

√
Φ2

0 + Γ 2
(9.2.68)

cΓ
dΓ

dt
= −Γ tanh

√
(βmm1)2 + Γ 2

√
(βmm1)2 + Γ 2

+ Γ
∑

ξ

M (ξ)

∫ ∞

−∞
Du

tanh
√
Φ2

0 + Γ 2

√
Φ2

0 + Γ 2

(9.2.69)

where m1 and m satisfy (9.2.51) and (9.2.61). We plot the results by solving the dif-
ferential equations with respect to the hyperparameters, namely, (9.2.67), (9.2.68),
(9.2.69) numerically in Fig. 9.9 (right). From this figure, we find that the βm and
h converge to the true values, whereas the Γ drops to zero. Hence, the gradient
learning algorithm actually works well and we find the solution that maximises the
marginal likelihood, however, it is impossible to obtain the optimal Γ which min-
imises the bit-error rate. As we mentioned, this result comes from the fact that our
probabilistic model with transverse field is inconsistent with the true model.

In practice for the realistic two-dimensional image, we should solve the above
equations, and then, we need to evaluate these expectations for every time steps by
using the quantum Markov chain Monte Carlo method. It is obvious that it takes
quite long time to obtain the solutions. From reasons mentioned above, it is conve-
nient for us to suppress the error of hyperparameter estimation by introducing the
transverse field. From Fig. 9.6 (left), Fig. 9.7 (right), we actually find these desirable
properties.

9.2.4.4 Image Restoration Driven by Pure Quantum Fluctuation

In the above discussion, we investigated mainly the MPM estimation at finite tem-
perature Tm > 0 according to Ref. [190]. However, it is worth while for us to check
the following limit: βm → ∞ keeping the effective amplitude of transverse field
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Fig. 9.10 The bit-error rate for the quantum (Tm = 0) and the thermal (classical) (Γ = 0) estima-
tion (left). The right panel shows the time development of the effective amplitude of the transverse
field Γeff = Γ/βm. The inset means the time dependence of the bit-error rate

Γeff = Γ/βm finite. In this limit, we investigate pure effect of the quantum fluctu-
ation without any thermal one. To evaluate the performances of the MAP and the
MPM estimations for this zero temperature case, we set Φ0 = βm(m + h∗a0ξ +
h∗au) = βmφ0, where h∗ is its optimal value h∗ = βs/βτ , and consider the asymp-
totic form of the saddle point equations with respect to m and m1 in the limit of
βm → ∞. We easily find

m1 =
√

1 − Γ 2
eff, m =

∑

ξ

M (ξ)

∫ ∞

−∞
φ0 Du√
φ2

0 + Γ 2
eff

(9.2.70)

and the time evolution of Γeff as follows

cΓeff

dΓeff

dt
= − Γeff√

m2
1 + Γ 2

eff

+
∑

ξ

M (ξ)

∫ ∞

−∞
Γeff Du√
φ2

0 + Γ 2
eff

(9.2.71)

where cΓeff = βmcΓ . The bit-error rate is given by pb = (1 −m0)/2 +∑ξ M (ξ)×
ξH(u∗), where u∗ = (a0h∗ξ + m)/ah∗. We fist plot the Γeff-dependence of the
bit-error rate at Tm = 0 in Fig. 9.10. In this figure, the value at Γeff = 0 corresponds
to the quantum MAP estimation which might be realised by the quantum annealing.
From this figure, we find that the performance of the quantum MPM estimation is
superior to the MAP estimation and there exists some finite value of the amplitude
Γ at which the bit-error rate takes its minimum. In the same figure, we also plot the
Tm-dependence of the bit-error rate for Γ = 0. We find that, for both the quantum
and the thermal cases, the best possible values of both the MAP and the MPM
estimation is exactly the same. In Fig. 9.10 (right), we plot the time development
of the effective amplitude of transverse field and the resultant bit-error rate. From
this figure, we notice that at the beginning of the gradient descent the bit-error rate
decreases but as Γ decreases to zero, the error converges to the best possible value
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for the quantum MAP estimation. The speed of the convergence is exponentially
fast. Actually, in the asymptotic limit t → ∞,Γeff → 0, Eq. (9.2.71) is solved as

Γeff = Γeff(0) e−θΓeff t (9.2.72)

where

θΓeff ≡ (1/cΓeff)

(
1 −

∑

ξ

M (ξ)

∫ ∞

−∞
Du/|φ0|

)
. (9.2.73)

However, this fact does not mean that it is possible for us to decrease the effec-
tive amplitude of the transverse field to zero by using exponentially fast scheduling
to realise the best possible performance of the quantum MAP estimation. This is
because the time unit t appearing in (9.2.71) does not corresponds to the quan-
tum Monte Carlo step and the dynamics (9.2.71) requires the (equilibrium) mag-
netisation m(Γeff) at each time step in the differential equation. As the result,
we need the information about m near Γeff → 0, namely, the asymptotic form:
m(t → ∞,Γeff → 0) to discuss the annealing schedule to obtain the MAP esti-
mation. Although we assume that each time step in (9.2.71), the system obeys the
equilibrium condition:

m =
∑

ξ

M (ξ)

∫ ∞

−∞
φ0 Du/

√
φ2

0 + Γ 2
eff, (9.2.74)

we need the dynamics of m to discuss the optimal annealing scheduling about Γeff.
This point will be discussed in last section by means of the quantum Markov chain
Monte Carlo method.

9.2.4.5 The Nishimori-Wong Condition on the Effective Transverse Field

From Fig. 9.10 (left), we find that the lowest value of the bit-error rate is the same
both for the thermal and the quantum MPM estimations. In the thermal MPM es-
timation, Nishimori and Wong [299] found that the condition on which the best
performance is obtained, namely, what we call Nishimori-Wong condition. They
showed that the condition:

m/m0 = (h/βτ )(βs/βm) (9.2.75)

should hold in order to obtain the lowest value of the bit-error rate. When we set
the hyperparameter h to its true value h = βτ , the condition is reduced to the simple
form:

T
opt
m = Ts. (9.2.76)

Therefore, it is important for us to derive the same kind of condition which gives the
best performance of the quantum MPM estimation. Here we derive the condition and
show the lowest values of the pb for the thermal and the quantum MPM estimations
are exactly the same.
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Fig. 9.11 The optimal temperature T
opt
m and the optimal transverse field Γ

opt
eff as a function of the

temperature Ts of the original image (left), respectively. The optimal temperature for the thermal
MPM estimation T

opt
m is simply given by T

opt
m = Ts (Nishimori temperature). The right panel

shows the magnetisations m(T
opt
m ) and m(Γ

opt
eff )

To look for the condition, we first investigate the equation, (∂pb/∂Γeff) = 0 for
pb = (1 −m0)/2 +∑ξ ξM (ξ)H(u∗). After some simple algebra, we obtain

m
(
Γ

opt
eff

)∑

ξ

ξM (ξ) exp

[
−{a0h∗ξ +m(Γ

opt
eff )}2

2a2h2∗

]
= 0. (9.2.77)

Taking into account that m(Γeff) �= 0 is needed for meaningful image restorations,
the Nishimori-Wong condition for the quantum MPM estimation is written by

m0(βs)

m(Γ
opt

eff )
= a0

a2h∗βs
. (9.2.78)

As we chose h∗ = βτ /βs , βτ = a0/a
2, this condition is simply rewritten as

m0(βs) = m(Γeff). (9.2.79)

Let us summarise the Nishimori-Wong condition for the MPM estimation:

Thermal: T
opt
m = Ts (Nishimori and Wong 1999)

Quantum: m0(βs) =
∑

ξ

M (ξ)

∫ ∞

−∞
φ0 Du√

φ2
0 + (Γ

opt
eff )2

In Fig. 9.11, we plot the temperature of the original image Ts -dependence of the
optimal temperature T

opt
m and the optimal amplitude of the transverse field Γ

opt
eff . In

the right panel of this figure, the magnetisations m(T
opt
m ) and m(Γ

opt
eff ) are plotted.

The effective amplitude of the transverse field Γeff at which the bit-error rate takes
its minimum in Fig. 9.10 is consistent with the Γ

opt
eff (Ts = 0.9) � 0.66 as shown in

Fig. 9.11 (left).
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From these results, it is shown that the lowest values of the of the bit-error rate
for both the thermal and the quantum MPM estimations are exactly the same and
the value is given by

pb = 1 −m0

2
+
∑

ξ

ξM (ξ)H

(
a0h∗ξ +m0

ah∗

)
. (9.2.80)

Therefore, we conclude that it is possible for us to construct the MPM estimation
purely induced by the quantum fluctuation (without any thermal fluctuation) and the
best possible performance is exactly the same as that of the thermal MPM estima-
tion.

9.2.4.6 Error-Correcting Codes

Here we introduce our model system of error-correcting codes and mention the
Shannon’s bound. In our error-correcting codes, in order to transmit the original
message {ξ} ≡ (ξ1, . . . , ξN ), ξi ∈ {−1,1} through some noisy channel, we send all
possible combinations NCp of the products of p-components in the N -dimensional
vector {ξ} such as

J 0
i1,...,ip = ξi1ξi2 · · · ξip (9.2.81)

as ‘parity’. Therefore, the rate of the transmission is now evaluated as

R = N

NCp

� p!
Np−1

(9.2.82)

in the limit of N → ∞ keeping the p finite.
On the other hand, when we assume the additive white Gaussian noise (AWGN)

channel with mean (J0p!/Np−1)J 0
i1i2···ip and variance {J√p!/2Np−1 }2, that is,

when the output of the channel Ji1i2···ip is given by

Ji1i2···ip =
(

J0p!
Np−1

)
J 0
i1i2···ip + J

√
p!

2Np−1
η, η = N (0,1), (9.2.83)

the channel capacity C [19, 254] leads to

C = 1

2
log2

(
1 + {(J0p!/Np−1)Ji1···ip}2

J 2p!/2Np−1

)
� J 2

0 p!
J 2Np−1 log 2

(9.2.84)

in the same limit as in the derivation (9.2.82) (we also used the fact (Ji1···ip)2 = 1).
The factors p!/Np−1 or

√
p!/2Np−1 appearing in (9.2.83) are needed to take a

proper thermodynamic limit (to make the energy of order 1 object) as will be ex-
plained in the next section.

Then, the channel coding theorem tells us that zero-error transmission is
achieved if the condition R ≤ C is satisfied. For the above case, we have R/C =
(J/J0)

2 log 2 ≤ 1, that is,

J0

J
≥
(
J0

J

)

c

≡√log 2. (9.2.85)
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The above inequality means that if the signal-to-noise ratio J0/J is greater than or
equal to

√
log 2, the error probability of decoding behaves as Pe � 2−N(C−R) → 0

in the thermodynamic limit N → ∞. In this sense, we might say that the zero-error
transmission is achieved asymptotically in the limit N → ∞, C,R → 0 keeping
R/C = O(1) ≤ 1 for the above what we call Sourlas codes [374].

In the following subsections, we investigate the performance of the decoding
in the so-called Sourlas codes [374], in which uncertainties in the prior are intro-
duced as the quantum transverse field. As we saw, we usually choose the prior in
the Sourlas codes as P({σ }) = 2−N (the uniform prior).

To introduce the quantum fluctuation into the system, we shall multiply the pos-
terior by the factor

∏
i e−Γ Sx

i and rewrite the effective Hamiltonian. The resulting
Hamiltonian of the Sourlas codes extended by means of quantum fluctuation leads
to

Heff = −βJ
∑

i1,···,ip
Ji1···ipSz

i1S
z
i2 · · ·Sz

ip − h
∑

i

τiS
z
i − Γ

∑

i

Sx
i . (9.2.86)

Hereafter, we call this type of error-correcting codes as Quantum Sourlas codes.
We first derive the Γ -dependence of the bit-error rate for a given p (the number of
bits in a parity). Then, the Gaussian channel noise is specified by the next output
distribution:

P
({J }, {τ }|{ξ})= e

−Np−1

J2p!
∑

i1,...,ip(Ji1···ip− J0p!
Np−1 ξi1···ξip)2− 1

2τ2 (τi−a0ξi )
2

(J 2πp!/Np−1)1/2
√

2π a
. (9.2.87)

For a simplicity, we treat the case in which the original message sequence {ξ} is
generated by the following uniform distribution P({ξ}) = 2−N . Then, the moment
of the effective partition function Zeff leads to

Zn
eff = exp

[
βJ

M

∑

i1,···,ip

n∑

α=1

M∑

t=1

Ji1···ipSα
i1(t)S

α
i2(t)· · ·Sα

ip(t)

+ h

M

∑

i

n∑

α=1

M∑

t=1

τiS
α
i (t)+B

∑

i

M∑

t=1

Si(t)Si(t + 1)

]
(9.2.88)

where α and t mean the indexes of the replica number and the Trotter slice, respec-
tively. We set B ≡ (1/2) log coth(Γ/M) and used the gauge transform: Ji1···ip →
Ji1···ipξi1 · · · ξip, Sip → ξipS

z
ip .

After averaging Zn
eff over the quenched randomness �· · ·�, namely, over the

joint distribution P({J }, {τ }, {ξ}), we obtain the following data averaged effective
partition function:

�Zn
eff� =

∏

t ′

∏

αβ

∫ ∞

−∞
dQαβ

(
t, t ′
)∫ ∞

−∞
dλαβ

(
t, t ′
)∫ ∞

−∞
dmα(t)

∫ ∞

−∞
dm̂α(t)

× exp
[−Nf (m, m̂,Q,λ)

]
(9.2.89)

with
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f (m, m̂,Q,λ) = −βJ J0

M

∑

t,α

mp
α(t)− hτ0

M

∑

t,α

mα(t)

− (βJ J )
2

4M2

∑

t t ′,αβ
Q

p
αβ

(
t, t ′
)− (hτ)2

2M2

∑

t t ′,αβ
Qαβ

(
t, t ′
)

+ 1

M

∑

t,α

m̂α(t)mα(t)+ 1

M2

∑

t t ′,αβ
λαβ
(
t, t ′
)
Qαβ

(
t, t ′
)

− 1

M

∑

t,α

m̂α(t)S
α(t)− 1

M2

∑

t t ′,αβ
λαβ
(
t, t ′
)
Sα(t)Sβ

(
t ′
)

−B
∑

t

S(t)S(t + 1) (9.2.90)

where we labelled each Trotter slice by index t . Using the replica symmetric and
the static approximations, namely,

mα(t) = m, m̂α(t) = m̂ (9.2.91)

Qαβ

(
t, t ′
)=

{
χ (α = β)

q (α �= β)
, λαβ

(
t, t ′
)=

{
λ1 (α = β)

λ2 (α �= β)
, (9.2.92)

we obtain the free energy density f RS:

βJ f
RS(m,χ,q) = (p − 1)βJ J0m

p + 1

4
(p − 1)(βJ J )

2(χp − qp
)

−
∫ ∞

−∞
Dw log

∫ ∞

−∞
Dz2 coshΞ (9.2.93)

where we used the saddle point equations with respect to m̂, λ1, λ2, namely, m̂ =
pβJ J0m

p−1 + a0h and λ1 = p
2 (βJ J )

2χp−1 + (ah)2, λ2 = p
2 (βJ J )

2qp−1 + (ah)2.
Then, the saddle point equations are derived as follows:

m =
∫ ∞

−∞
Dω

∫ ∞

−∞
Dz

(
Φ sinhΞ

ΞΩ

)
(9.2.94)

χ =
∫ ∞

−∞
Dω

Ω

∫ ∞

−∞
Dz

[(
Φ

Ξ

)2

coshΞ + Γ 2
(

sinhΞ

Ξ3

)]
(9.2.95)

q =
∫ ∞

−∞
Dω

[∫ ∞

−∞
Dz

(
Φ sinhΞ

ΞΩ

)]2

(9.2.96)

where we defined

Φ = ω

√
p

2
(βJ J )2qp−1 + (ah)2 + z

√
p

2
(βJ J )2

(
χp−1 − qp−1

)

+ pβJ J0m
p−1 + a0h (9.2.97)

and Ξ = √
Φ2 + Γ 2, Ω = ∫∞

−∞ Dz coshΞ . The resultant overlap leads to

R =
∫ ∞

−∞
Dω

∫ ∞

−∞
Dz sgn(Φ) = 1 − 2

∫ ∞

−∞
DwH

(−z∗
p

)
(9.2.98)
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Fig. 9.12 The Γ -dependence of the bit error-rate pb for the case of p = 2 without magnetic field
h = 0 (left) and order parameters m,χ and q as a function of Γ (right). We set βJ = 1, J = J0 = 1

where we defined z∗
p by

z∗
p = −

(pβJ J0m
p−1 + a0h)+w

√
p
2 (βJ J )

2qp−1 + (ah)2

√
p
2 (βJ J )

2(χp−1 − qp−1)

(9.2.99)

and the error function H(x) defined as H(x) = ∫∞
x

Dz. Thus, the bit-error
rate for the problem of error-correcting codes is given by pb = (1 − R)/2 =∫∞
−∞ DwH(−z∗

p), where the above bit-error rate pb depends on Γ through the
order parameters χ , q and m.

9.2.4.7 Analysis for Finite p

We first evaluate the performance of the quantum Sourlas codes for the case of finite
p by solving the saddle point equations numerically.

In Fig. 9.12 (left), we first plot the Γ -dependence of the bit-error rate pb for the
case of p = 2 without magnetic field h = 0. In this plot, we choose J = J0 = 1
and set βJ = 1. It must be noted that J0/J corresponds to the signal to noise ratio
(SN ratio). From this figure, we find that the bit error rate gradually approaches
to the random guess limit pb = 0.5 as Γ increases. This transition is regarded as
a second order phase transition between the ferromagnetic and the paramagnetic
phases. We plot the Γ -dependence of the order parameters m, χ and q in the right
panel of Fig. 9.12. We should notice that in the classical limit Γ → 0, the order
parameter χ should takes 1 and both magnetisation m and spin glass order parameter
q continuously becomes zero at the transition point. Therefore, for the case of p = 2,
the increase of the quantum fluctuation breaks the error-less state gradually.

On the other hand, in Fig. 9.13, we plot the Γ -dependence of the bit-error rate pb

for the case of p = 3. In this figure, we find that the bit-error rate suddenly increases
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Fig. 9.13 The Γ -dependence of the bit error-rate pb for the case of p = 3 without magnetic field
h = 0 (left) and order parameters m,χ and q as a function of Γ (right). We set βJ = 1, J = J0 = 1

Fig. 9.14 The Γ -dependence of the bit error-rate pb for p = 2, . . . ,6 and p = 12 without mag-
netic field h = 0 (left). We set βJ = 1, J = J0 = 1. The right panel shows the TJ = β−1

J depen-
dence of the bit-error rate for keeping the ratio: Γ/βJ ≡ Γeff to the values Γeff = 0.1,1 and 1.5

to 0.5 at the transition point Γ = Γc and the quality of the message-retrieval be-
comes the same performance as the random guess. This first order phase transition
from the ferromagnetic error-less phase to the paramagnetic random guess phase is
observed in the right panel of Fig. 9.13.

We find that the system undergoes the first order phase transition for p ≥ 3. In
Fig. 9.14, we plot the Γ -dependence of the bit-error rate for p = 2,3, . . . ,6 and
p = 12. From this figure, we find that the transition for p ≥ 3 is first order and the
bit-error rate changes its state from the ferromagnetic almost perfect information
retrieval phase to the paramagnetic random guess phase at Γ = Γc . The tolerance
to the quantum fluctuation increases as the number of degree p of the interaction
increases.
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Fig. 9.15 The Γ -dependence of the bit error-rate pb for the case of p = 4 with magnetic field
h = 1 (left) and order parameters m, χ and q as a function of Γ (right). We set βJ = 1, J = J0 = 1
and a0 = a = 1

We next consider the case of h �= 0. This means that we send not only the parity
check {Ji1···ip} but also bit sequence {ξ} itself. We plot the bit-error rate as a function
of Γ for p = 4 in Fig. 9.15 (left). From this figure, we find that the bit-error rate goes
to some finite value which is below the random guess limit gradually. The right panel
of this figure tells us that in this case there is no sharp phase transition induced by the
quantum fluctuation. In Fig. 9.16 (left), we plot the bit-error rate and corresponding
order parameters as a function of Γ for p = 5. This figure tells us that the bit-error
rate suddenly increases at some critical length of the transverse field Γc. At the same
critical point, order parameters suddenly changes their values (see Fig. 9.16 (right)).
As we add the external field h, this is not a ferro-para magnetic phase transition,
however, there exist two stable states, namely good retrieval phase and poor retrieval
phase.

In Fig. 9.17, we plot the Γ -dependence of the bit-error rate for p = 3, . . . ,6 and
p = 12 (left) and for p = 6 and βJ = 0.2, . . . ,12 (right). From this right panel,
interesting properties are observed. For small Γ , the bit-error rate becomes small as
we increases p. On the other hand, for large Γ , the bit error rate becomes large as
p increases. Moreover, the bit-error rate for p = 6 takes its maximum at some finite
value of Γ .

9.2.4.8 Phase Diagrams for p → ∞ and Replica Symmetry Breaking

In this subsection, we investigate properties of the quantum Sourlas codes in the
limit of p → ∞. In this limit, we easily obtain several phase boundaries analytically
and draw the phase diagrams.

First of all, we consider the simplest case, namely, the case of J0 = 0, h = 0.
For this choice of parameters, the ferromagnetic phase does not appear and possible
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Fig. 9.16 The Γ -dependence of the bit error-rate pb for the case of p = 5 with magnetic field
h = 1 (left) and order parameters m,χ and q as a function of Γ (right). We set βJ = 1, J = J0 = 1
and a0 = a = 1

Fig. 9.17 The Γ -dependence of the bit-error rate for p = 3, . . . ,6 and 12 (left). For p = 6, the
Γ -dependences of the bit-error rate for βJ = 0.2, . . . ,1.2 are shown in the right panel

phases are paramagnetic phase and spin glass phase. The free energy density we
evaluate is now rewritten by

f RS = −1

4
(p − 1)βJ J

2(qp − χp
)

− TJ

∫ ∞

−∞
Dw log

∫ ∞

−∞
Dz2 coshβJ

√
φ2

0 + Γ 2
eff (9.2.100)

with φ0 = w
√
pJ 2qp−1/2 + z

√
pJ 2(χp−1 − qp−1)/2, where we defined Γeff =

Γ/βJ . In the paramagnetic phase, there is no spin glass ordering, namely, q = 0.
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Thus, the free energy density in the paramagnetic phase leads to

f RS
para = J 2βJ

4
(p − 1)χp − TJ log

∫ ∞

−∞
Dz2 coshβJ

√
Γ 2

eff + p

2
J 2χp−1z2.

(9.2.101)

The saddle point equation with respect to χ is given by

χ =

∫∞
−∞ Dz

{
(

φ00

Γ 2
eff+φ00

) coshβJ
√
Γ 2

eff + φ00 + Γ 2
effTJ

sinhβJ
√
Γ 2

eff+φ00
√
Γ 2

eff+φ00

3

}

∫∞
−∞ Dz coshβJ

√
Γ 2

eff + φ2
00

(9.2.102)

with φ00 = pJ 2χp−1z2/2. In the limit of p → ∞, there are two possible so-
lutions of χ , that, is χp = 1 and χp = 0. The former is explicitly given from
(9.2.102) as χ � 1 − 4Γ 2

effT
2
J /p

2J . Then, we obtain the free energy density for
this solution as fI = −J 2/4TJ − TJ log 2 by substituting this χ into (9.2.101)
and evaluating the integral with respect to z at the saddle point in the limit of
p → ∞. Let us call this phase as PI. The later solution is explicitly evaluated as
χ = (TJ /Γeff) tanh(Γeff/TJ ) (< 1, thus, χp = 0) and corresponding free energy
density leads to fII = −TJ log 2 − TJ log cosh(Γeff/TJ ). We call this phase as PII.

Here we should not overlook the entropy in PI, namely, S = −(∂fI /∂T ) =
−J 2/4T 2

J + log 2. Obviously, S becomes negative for T < (J/2
√

log 2 )−1 and in
this region, the replica symmetry of the order parameters might be broken. There-
fore, in this low temperature region, we should construct the replica symmetry
breaking (RSB) solution. To obtain the RSB solution, we break the symmetry of
the matrices q and λ as

qlδ,l′δ′ =
{
q0 (l = l′)
q1 (l �= l′)

, λlδ,l′δ′ =
{
λ̂0 (l = l′)
λ̂1 (l �= l′)

(9.2.103)

for l = 1, . . . , n/x, δ = 1, . . . , x. Then, we obtain the free energy density for one
step RSB solution as

f 1RSB = (p − 1)J0m
p + βJ J

2

4

[
xq

p

1 + (1 − x)q
p

0

]+ βJ J
2

4
(p − 1)χp

− βJ

2

[
xq1λ̂1 + (1 − x)q0λ̂0

]

− TJ

x

∫ ∞

−∞
Dw log

∫ ∞

−∞
Dz

(∫ ∞

−∞
Dy 2 coshβJ

√
φ̂2 + Γ 2

eff

)x

(9.2.104)

with φ̂ = w

√
λ̂1 + z

√
λ̂0 − λ̂1 + y

√
pJ 2χp−1/2 − λ̂0 + pβJ J0m

p−1 + a0h. By

taking (∂f 1RSB/∂q0) = (∂f 1RSB/∂q1) = 0, we obtain λ̂1 = pJ 2q
p−1
1 /2, λ̂0 =

pJ 2q
p−1
0 /2.

Here we set the parameters J0, h again to J0 = h = 0. At low temperature, we
naturally assume q1 < 0 (λ̂1 = 0), q0 = 1 (λ̂0 = pJ 2/2) and χ = 1. Substituting
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Fig. 9.18 The phase diagrams in the limit of p → ∞. In the case of J0 = 0, there exist three
phases, namely, PI, PII and SGI. Below the critical point (TJ /J )c = (1/2J

√
log 2 ), the replica

symmetry is broken (the left panel). The right panel shows the critical SN ratio (J0/J )c , above
which (labelled FI in the panel) decoding without errors is achieved, is given by

√
log 2

these conditions into (9.2.104) and evaluating the integral with respect to y at the
saddle point in the limit of p → ∞, we obtain the free energy density in this phase,
which will be referred to as SGI, as fSGI = −βJ J

2x/4 − log 2/(βJ x). Substituting
the solution of (∂fSGI /∂x) = 0, namely, x = 2

√
log 2/(JTJ ) into fSG, we obtain

the free energy density which specifies SGI as fSGI = −J
√

log 2.
Let us summarise:

PI (para): fI = − J 2

4TJ
− TJ log 2 (χ = 1, q = 0)

PII (para): fII = −TJ log 2 − TJ log cosh

(
Γeff

TJ

) (
χp = q = 0

)

SGI (spin glass): fSGI = −J
√

log 2 (χ = q = 1)

We illustrate the phase diagram in Fig. 9.18 (left).
As the phase transitions between arbitrary two phases among these three (PI,

PII, SGI) are all first order, each phase boundary is obtained by balancing of the
free energy density. Namely,

Γeff =

⎧
⎪⎨

⎪⎩

TJ cosh−1(eJ
2/4T 2

J ) (TJ > Tc) (for PI–PII)

TJ cosh−1(eJ
√

log 2/TJ /2) (TJ < Tc) (for PII–SGI)

TJ = J/2
√

log 2 = Tc (for SGI–PI)

. (9.2.105)

9.2.4.9 The Shannon’s Bound and Phase Boundaries

We next consider the case of J0 �= 0. This case is much more important in the
context of error-correcting codes. For the case of absence of the external field
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h = 0, the phase transition between the error-less phase and the random guess phase
is specified as the ferro-paramagnetic (or spin glass) phase transition. From rea-
sons we mentioned above, our main purpose here is to determine the transition
point (J0/J )c below which the ferromagnetic phase is stable. The critical SN ra-
tio (J0/J )c is important because as we mentioned before, the error-less decoding
is possible when the channel capacity C and the transmission rate R satisfy the in-
equality R ≤ C. The channel capacity for the Gaussian channel we are dealing with
is given by C = (1/2) log2(1 + J 2

0 /J
2) with J0 = J0p!/Np−1, J = J 2p!/2Np−1,

that is, C � J 2
0 p!/(J 2Np−1 log 2) in the limit of N → ∞ for a given p. On

the other hand, the transmission rate R is given as R = N/NB = N/NCp �
p!/Np−1. Therefore, the error-less decoding is possible when the following inequal-
ity:

R

C
=
(
J

J0

)2

log 2 ≤ 1 (9.2.106)

holds and the question now arises, namely, it is important to ask whether the above
inequality is satisfied or not at the critical point (J/J0)c . In following, we make this
point clear.

We start from the saddle point equations which are derived from the free energy
density of the one step RSB (9.2.104). These equations are given explicitly as

m =
∫ ∞

−∞
Dw

∫∞
−∞ Dz(

∫∞
−∞ Dy 2 coshβJ Ξ̂)x−1

∫∞
−∞ Dy (

φ̂

Ξ̂
)2 sinhβJ Ξ̂

∫∞
−∞ Dz(

∫∞
−∞ Dy 2 coshβJ Ξ̂)x

q0 =
∫ ∞

−∞
Dw

∫∞
−∞ Dz(

∫∞
−∞ Dy 2 coshβJ Ξ̂)x−2(

∫∞
−∞ Dy (

φ̂

Ξ̂
)2 sinhβJ Ξ̂)2

∫∞
−∞ Dz(

∫∞
−∞ Dy 2 coshβJ Ξ̂)x

q1 =
∫ ∞

−∞
Dw

{∫∞
−∞ Dz(

∫∞
−∞ Dy (

φ̂

Ξ̂
)2 sinhβJ Ξ̂)x

∫∞
−∞ Dz(

∫∞
−∞ Dy 2 coshβJ Ξ̂)x

}2

(9.2.107)

χ =
∫ ∞

−∞
Dw

∫∞
−∞ Dz(

∫∞
−∞ Dy 2 coshβJ Ξ̂)x−1

∫∞
−∞ Dy (

φ̂

Ξ̂
)22 sinhβJ Ξ̂

∫∞
−∞ Dz(

∫∞
−∞ Dy 2 coshβJ Ξ̂)x

+ Γ 2
effTJ

∫ ∞

−∞
Dw

∫∞
−∞ Dz(

∫∞
−∞ Dy 2 coshβJ Ξ̂)x−1

∫∞
−∞ Dy (

2 sinhβJ Ξ̂
Ξ̂3 )

∫∞
−∞ Dz(

∫∞
−∞ Dy 2 coshβJ Ξ̂)x

(9.2.108)

with

φ̂ = Jw

√
p

2
q
p−1
1 + Jz

√
p

2

(
q
p−1
0 − q

p−1
1

)+ Jy

√
p

2

(
χp−1 − q

p−1
0

)+ pJ0m
p−1

(9.2.109)

and Ξ̂ =
√
φ̂2 + Γ 2

eff.
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When the number of product p of the estimate of the original bits is extremely
large and J/J0,m is positive, φ̂ = pJ0m

p−1 and the solutions of the above saddle
point equations lead to m = q0 = q1 = 1 and χ = 1. Thus, the system is in the
ferromagnetic phase and the replica symmetry is not broken (q0 = q1). Substituting
the replica symmetric solution m = q = 1 into (9.2.93) and evaluating the integral
with respect to w at the saddle point in the limit of p → ∞, we obtain the free
energy density in this phase (let us call FI) as fFI = −J0. We should notice that this
free energy density does not depend on the effective amplitude of the transverse field
Γeff at all. From the argument of J0 = 0 case, the phase specified χ = 1, TJ < Tc =
(2

√
log 2 ) is spin glass phase. Therefore, the condition (9.2.106) is satisfied and the

ferromagnetic error-less phase exists for (J0/J ) ≥ (J0/J )c = √
log 2, where (J0/J )

is determined by balancing of the free energy densities fFI = fSGI . As the result, we
conclude that the error-less decoding is achieved if the SN ratio (J0/J ) is greater
than the critical value (J0/J )c = √

log 2 and the condition is independent of Γeff.
To put it into another word, the Shannon’s bound is not violated by the quantum
uncertainties in the prior distribution in the limit of p → ∞.

9.2.5 Mean Field Algorithms

In the previous subsections, we evaluated the performance of Bayesian inference
for the original image or original bit sequence by using the solvable model. In this
subsection, we mention concrete algorithms to achieve the original information re-
trieval. For such algorithms, mean field approaches are useful to carry out.

9.2.5.1 Naive Mean Field Algorithm for Image Restoration

Tanaka and Horiguchi [397] proposed mean field algorithm for image restoration.
For the image defined on the two dimensional square lattice, the effective Hamilto-
nian Ĥ for image restoration is given by the matrix form:

H = −
L∑

i,j=1

(
JSz

i,jS
z
i+1,j + JSz

i,jS
z
i,j+1 + hτi,jS

z
i,j + Γ Sx

i,j

)
(9.2.110)

where τij is degraded pixel on the site (i, j) and the dimension of the matrix is
2N × 2N , N = L2. We also defined the following tensor products:

⎧
⎪⎨

⎪⎩

Sx
i,j ≡ (1,1)

I ⊗ · · · ⊗ I ⊗
(i,j)

Sx ⊗ I ⊗ · · · ⊗ (L,L)

I

Sz
i,j ≡ (1,1)

I ⊗ · · · ⊗ I ⊗
(i,j)

Sz ⊗ I ⊗ · · · ⊗ (L,L)

I

(9.2.111)

with

Sx =
(

0 1
1 0

)
, Sz =

(
1 0
0 −1

)
, I =

(
1 0
0 1

)
. (9.2.112)
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For this Hamiltonian (9.2.110), the density matrix is given by

ρ = exp(−H/T )

Tr exp(−H/T )
(9.2.113)

where we used the formula

exp(A) =
∞∑

n=0

An

n! . (9.2.114)

Under the mean field approximation, the density matrix is rewritten by

ρ �
L∏

i,j=1

⊗
ρij , ρij = exp(−H ij /T )

Tr exp(−H ij /T )
(9.2.115)

with

H ij =
(
Ĥij (+1) −Γ

−Γ Ĥij (−1)

)
(9.2.116)

Ĥij (s) = −{J (mi+1,j +mi−1,j +mi,j+1 +mi,j−1)+ hτij
}
s (9.2.117)

mi,j = Tr
[
Szρij

]
. (9.2.118)

For the eigenvalues λij (n), n = 1,2 of the matrix H ij , the marginal density matrix
ρij is expressed as

ρij = 1

Zij

2∑

n=1

∣∣φij (n)
〉
e−λij (n)/T

〈
φij (n)

∣∣, Zij =
2∑

n=1

e−λij (n)/T . (9.2.119)

In the zero temperature limit T → 0, the marginal density matrix is reduced to

ρij = ∣∣φij (1)
〉〈
φij (1)

∣∣ (9.2.120)

and the local field at site (i, j) is rewritten as

mi,j = Tr
[
Szρij

]= Tr{Sz
∣∣φij (1)

〉〈
φij (1)

∣∣= 〈φij (1)
∣∣Sz
∣∣φij (1)

〉
(9.2.121)

were we defined |φij (1)〉 as eigenvector of the minimum eigenvalue λij (1) of the
matrix H ij .

Thus, from Eqs. (9.2.118), (9.2.121), we obtain the mean field equation for each
site (i, j) as

mi,j = J (mi+1,j +mi−1,j +mi,j+1 +mi,j−1)+ hτij√
Γ 2 + {J (mi+1,j +mi−1,j +mi,j+1 +mi,j−1)+ hτij }2

. (9.2.122)

Obviously, the solution of the above equation mi,j corresponds to the local magneti-
sation at site (i, j) obtained by mean field approximation. To solve the non-linear
coupled equations, we usually use the following recursion relations (maps) by in-
troducing the ‘time step’ t as

m
(t+1)
i,j = J (m

(t)
i+1,j +m

(t)
i−1,j +m

(t)
i,j+1 +m

(t)
i,j−1)+ hτij

√
Γ 2 + {J (m(t)

i+1,j +m
(t)
i−1,j +m

(t)
i,j+1 +m

(t)
i,j−1)+ hτij }2

. (9.2.123)
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Fig. 9.19 Original image for
the demonstration of the
mean field algorithm. The
size is L×L = 32 × 32

By solving the above equations until the time dependent error:

εt = 1

N

L∑

i,j=1

∣∣m(t+1)
i,j −m

(t)
i,j

∣∣ (9.2.124)

becomes smaller than some appropriate precision, say, εt∗ � 10−8, the MPM esti-
mate is given by

ξ̂i,j = sgn
(
m

(t∗)
i,j

)= sgn(mi,j ) (9.2.125)

for each pixel (i, j).
As a benchmark test, we shall apply this mean field algorithm for two dimen-

sional image with size N = L×L = 32 × 32 given in Fig. 9.19. The original image
is degraded by noise probability (flip probability) p = 0.2. The parameters are set to
J = 1.1 and h = 1. The schedule of the transverse field Γ is selected as in Table 9.1.
As the performance measurements, we choose the distance

d(a,b) = 1

N

L∑

i,j=1

(1 − δai,j ,bi,j ) (9.2.126)

and the number of edges

σ2(a) = 1

2N

L∑

i,j=1

(1 − δai,i ,ai,j+1)+ 1

2N

L∑

i,j=1

(1 − δai,j ,ai+1,j ). (9.2.127)

From the table, we find that these quantities converge to the finite values as the trans-
verse field goes to zero. Although there exists a gap between the resulting values of
d,σ2 and the true values, the quantum fluctuation works well on the original image
retrieval on the contest of the mean field annealing.

In Fig. 9.20, we show the resultant restore images.

9.2.5.2 Mean Field Decoding via the TAP-Like Equation for Sourlas Codes

In the previous subsections, we introduced a quantum variant of the Sourlas codes
and investigated the averaged-case performance by means of the replica method. In
practice, we must use some concrete algorithm to decode the original message. As
we saw in the previous subsections, zero-error decoding is achieved for (J/J0) ≥
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Table 9.1 The schedule of
the transverse field
(Γ,# Iteration) and several
measurement to quantify the
performance

Γ d(ξ , ξ̂) d(τ , ξ̂) σ2(ξ̂) # iteration

8.0 0.190430 0 0.341797 18

7.0 0.156250 0.034180 0.273438 22

6.0 0.125977 0.066406 0.213867 27

5.0 0.088867 0.103516 0.160156 36

4.0 0.062500 0.133789 0.125977 62

3.0 0.044922 0.159180 0.099609 72

2.0 0.039063 0.172852 0.086914 66

1.0 0.038086 0.175781 0.084961 32

0.0 0.038086 0.175781 0.084961 2

True Value 0 0.190430 0.083008

Fig. 9.20 From left to right, the snapshot at Γ = 7,6,5 and Γ = 0

√
log 2 in the limit of p → ∞ (see Fig. 9.21). However, for finite p, it is not obvious

to clarify to what extent the bit-error rate becomes small for a given algorithm. To
make this point clear, we introduce a mean field algorithm to decode the original
message for finite p.

In practical decoding, for a given set of the parity {J }, we should calculate the
estimate

ξ̂i = lim
β→∞ sgn

[
tr
(
Ŝz
i ρ̂β
)]
, ρ̂β = exp[−βĤ ]

tr exp[−βĤ ] (9.2.128)

for each bit. To calculate the trace effectively by sampling, the quantum Monte Carlo
method (QMCM) might be applicable and useful [386]. However, unfortunately, the
QMCM approach encounters several crucial difficulties. First, it takes quite long
time for us to simulate the quantum states for large number of the Trotter slices.
Second, in general, it is technically quite hard to simulate the quantum states at zero
temperature. Thus, we are now stuck for the computational cost problem.

Nevertheless, as an alternative to decode the original message practically, we
here examine a TAP (Thouless-Anderson-Palmer)-like mean field algorithm which
has a lot of the variants applying to various information processing [203, 302].

According to [194], here we shall provide a simple attempt to apply the mean
field equations to the Sourlas error-correcting codes for the case of p = 2. In fol-
lowing, the derivation of the equations is briefly explained.
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Fig. 9.21 Phase diagram of
the Sourlas codes for
p → ∞. In the shaded area
(F ), zero-error transmission
is achieved. The area P

denotes the para-magnetic
phase and the area SG is the
spin glass phase. For instance,
at the ground state, the
critical signal-to-noise ratio is
(J0/J )c = √

log 2 = 0.8326.
We set TJ ≡ β−1

J

We shall start the Hamiltonian:

Ĥ = −
∑

ij

Jij Ŝ
z
i Ŝ

z
j − Γ

∑

i

Ŝx
i (9.2.129)

Jij =
(

2J0

N

)
J 0
ij + J√

N
η, J 0

ij = ξiξj , η = N (0,1) (9.2.130)

Then, we rewrite the above Hamiltonian as follows

Ĥ = −
∑

i

(
Γ Ŝx

i + hiŜ
z
i

)+
∑

ij

Jij (mi Îi)(mj Îj )

−
∑

ij

Jij
(
Ŝz
i −miÎi

)(
Ŝz
j −mj Îj

)≡ Ĥ (0) + V̂ (9.2.131)

Ĥ (0) ≡ −
∑

i

(
Γ Ŝx

i + hiŜ
z
i

)+
∑

ij

Jij (mi Îi)(mj Îj ) (9.2.132)

V̂ ≡ −
∑

ij

Jij
(
Ŝz
i −miÎi

)(
Ŝz
j −mj Îj

)
, hi ≡ 2

∑

j

Jijmj

(9.2.133)

where we defined the 2N × 2N identity matrix Îi , which is formally defined by
Îi ≡ I (1) ⊗ · · · ⊗ I (i) ⊗ · · · ⊗ I (N). We also use the definitions in terms of tensor
product:

Ŝz
i = I (1) ⊗ · · · ⊗ Sz

(i) ⊗ · · · ⊗ I (N) (9.2.134)

Ŝx
i = I (1) ⊗ · · · ⊗ Sx

(i) ⊗ · · · ⊗ I (N) (9.2.135)

with

I (i) =
(

1 0
0 1

)
, Sx

(i) =
(

0 1
1 0

)
, Sz

(i)
=
(

1 0
0 −1

)
. (9.2.136)

mi is the local magnetisation for the system described by the mean field Hamilto-
nian Ĥ (0), that is,

mi ≡ mz
i = lim

β→∞ tr
(
Ŝz
i ρ̂

(0)
β

)
, ρ̂

(0)
β ≡ exp(−βĤ (0))

tr exp(−βĤ (0))
. (9.2.137)
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Shortly, we derive closed equations to determine mi . It is very tough problem for
us to diagonalise the 2N × 2N matrix Ĥ , whereas it is rather easy to diagonalise
the mean field Hamiltonian Ĥ (0). Actually, we immediately obtain the ground state
internal energy as

E(0) = −
∑

i

Ei + 1

2

∑

i

himi, Ei ≡
√
Γ 2 + h2

i . (9.2.138)

Then, taking the derivative of the E(0) with respect to mi and setting it to zero,

namely, ∂E(0)/∂mi =∑k(∂hk/∂mi){hk/
√
Γ 2 + h2

k −mk} = 0, we have

(∀i ) mi = hi√
Γ 2 + h2

i

, hi = 2
∑

j

Jijmj . (9.2.139)

The above equations are nothing but the so-called naive mean field equations for
the Ising spin glass (the Sherrington-Kirkpatrick model [369]) in a transverse field.
It should be noted that the equations are reduced to (∀i ) mi = hi/|hi | = sgn(hi) =
limβ→∞ tanh(βhi) which is naive mean field equations at the ground state for the
corresponding classical system.

To improve the approximation, according to [194, 195, 433], we introduce the re-
action term Ri for each pixel i and rewrite the local field hi such as 2

∑
j Jijmj −Ri .

Then, the naive mean field equations (9.2.139) are rewritten as

mi = 2
∑

j Jijmj −Ri√
Γ 2 + (2

∑
j Jijmj −Ri)2

� hi

(Γ 2 + h2
i )

3/2

[
1 − Γ 2

Γ 2 + h2
i

(
Ri

hi

)]

(9.2.140)

for all indices i. In the last line of the above equation, we expanded the equation with
respect to Ri up to the first order. We next evaluate the expectation of the Hamil-
tonian Ĥ by using the eigenvector that diagonalises the mean field Hamiltonian
Ĥ (0) = −∑i (Γ Ŝx

i + hiŜ
z
i )+∑ij Jij (mi Îi)(mi Îj ). We obtain

Eg = E(0) − Γ 4
∑

ij

(
J 2
ij

2E2
i E

2
j (Ei +Ej)

)
. (9.2.141)

Then, (∂Eg/∂mi) = 0 gives

mi = hi

(Γ 2 + h2
i )

3/2

[
1 − Γ 2

Γ 2 + h2
i

(
1

hi

)

×
∑

j

J 2
ijmi[2(1 −m2

i )(1 −m2
j )

3
2 + 3(1 −m2

i )
1
2 (1 −m2

j )
2]

2Γ [(1 −m2
i )

1
2 + (1 −m2

j )
1
2 ]2

]
.

(9.2.142)
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By comparing (9.2.140) and (9.2.142), we might choose the reaction term Ri for
each bit i consistently as

Ri =
∑

j

J 2
ijmi[2(1 −m2

i )(1 −m2
j )

3
2 + 3(1 −m2

i )
1
2 (1 −m2

j )
2]

2Γ [(1 −m2
i )

1
2 + (1 −m2

j )
1
2 ]2

. (9.2.143)

Therefore, we now have a decoding dynamics described by

mi(t + 1) = 2
∑

j Jijmj (t)−Ri(t)√
Γ 2 + {2∑j Jijmj (t)−Ri(t)}2

(9.2.144)

Ri(t) =
∑

j

J 2
ijmi(t)[2(1 −mi(t)

2)(1 −mj(t)
2)

3
2 + 3(1 −mi(t)

2)
1
2 (1 −mj(t)

2)2]
2Γ [(1 −mi(t)2)

1
2 + (1 −mj(t)2)

1
2 ]2

(9.2.145)

for each bit i. Then, the MPM estimate is given as a function of time t as ξ i(t) =
sgn[mi(t)] and the bit-error rate (BER) is evaluated at each time step through the
following expression

pB(t) = 1

2

(
1 − 1

N

∑

i

ξiξ i(t)

)
. (9.2.146)

We should notice that the naive mean field equations are always retrieved by setting
Ri = 0 for all i. The naive mean field equations were applied to image restoration
by Tanaka and Horiguchi [397] in the previous subsections. We plot several results
in Fig. 9.22. In the left panel of this figure, we plot the dynamics of mean field
decoding. We plot them for several cases of the signal-to-noise ratio. During the
decoding dynamics, we control the Γ by means of

Γ (t) = Γ0

(
1 + c

t + 1

)
(9.2.147)

where t denotes the number of time step in the TAP-like update described by
Eqs. (9.2.144) and (9.2.145). In Fig. 9.22, we set Γ0 = 0.5. From this figure, we
find that the BER drops monotonically as the number of iterations increases. We
also find in the right panel that the BER drops beyond the SN ratio J0/J � 1. From
these limited results, we might confirm that TAP-like mean-field approach exam-
ined here is useful to decode the original message with a low BER for relatively
large SN ratio.

9.2.6 Quantum Monte Carlo Method for Information Processing

In the previous subsections, we investigated the performance of the MAP and the
MPM estimations for the problems of image restoration and error-correcting codes
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Fig. 9.22 The dynamics of the TAP-like mean field decoding (left, N = 1000, the error-bars
are evaluated by independent 10-samples). We set p = 2,Γ0 = 0.5 and J/J0 = 0.8,2 and 1. The
horizontal axis t in the left panel denotes the number of time step in the TAP-like update described
by Eqs. (9.2.144) and (9.2.145). The right panel shows the signal-to-noise ratio dependence of the
BER. We set p = 2 and Γ0 = 0.5. These panels are borrowed from [194]

by using analysis of the mean-field infinite range model. We also provide several
concrete algorithms based on the mean field approach to obtain the MPM estima-
tions. In Sourlas codes, the infinite range model is naturally accepted because we
do not have to consider any structure in the bit sequence {ξ}, and in that sense, the
range of interactions in the parity check {ξi1 · · · ξip} is infinite.

On the other hand, in image restoration, there should exist some geometrical
structures in each pair in the sequence of the original image {ξ}. Then, we should
introduce appropriate two dimensional lattice on which each pixel is located. There-
fore, here we carry out computer simulations for the two dimensional model system
to investigate the qualities of the MAP and the MPM image restorations quantita-
tively.

9.2.6.1 Application of Quantum Monte Carlo Method

Let us remind of readers that our effective Hamiltonian for image restoration is
described by Heff = −βm

∑
〈ij〉 S

z
i S

z
j − h

∑
i τiS

z
i − Γ

∑
i S

x
i . In this section, we

suppose that each pixel σz
i is located on the two dimensional square lattice. To

evaluate the expectation value of arbitrary quantity A in the quantum spin system

〈A〉 = tr{S} A e−βHeff

tr{S} e−βHeff
, (9.2.148)

we use the following Suzuki-Trotter formula [386] to carry out the above trace in
practice as

exp(−βHeff) = lim
M→∞

(
e

A
M e

B
M
)

(9.2.149)



342 9 Applications

where we defined

A = β

(
βm
∑

〈ij〉
Sz
i S

z
j + h

∑

i

τiS
z
i

)
= −βH classical

eff , B = βΓ
∑

i

Sx
i .

(9.2.150)

We should keep in mind that these two terms A and B are easily diagonalised.
Then, by inserting the complete set:

∑
{Sjk} |{Sjk}〉〈{Sjk}| = 1, the partition func-

tion ZM for a fixed Trotter size M leads to

ZM = tr{σ }
(
e

A
M e

B
M
)=

∑

{Sjk=±1}

〈{Sj1}
∣∣e

A
M

∣∣{S′
j1

}〉〈{
S′
j1

}∣∣e
B
M

∣∣{Sj2}

× · · · × 〈{SjM}∣∣e A
M

∣∣{S′
jM

}〉〈{
S′
jM

}∣∣e
B
M

∣∣{Sj1}
〉

(9.2.151)

where |{Sjk}〉 is M-th product of eigenvectors {S} and is explicitly given by
|{Sjk}〉 = |Sj1〉 ⊗ |Sj2〉 ⊗ · · · ⊗ |SjM 〉.

By taking the limit of M → ∞, we obtain the effective partition function Zeff of
the quantum spin system with B = (1/2) log coth(βΓ/M) as follows

Zeff ≡ lim
M→∞ZM

= lim
M→∞(aM)N

∑

{Sjk}=±1

e
ββm
M

∑
ij,k S

k
i S

k
j + βh

M

∑
i,k τiS

k
i +B

∑
i,k S

k
i S

k+1
i

= lim
M→∞(aM)N

×
∑

{Sjk=±1}
exp

[
βeff

{
βm
∑

ij,k

Sk
i S

k
j + h

∑

i,k

τiS
k
i +BM

∑

i,k

Sk
i S

k+1
i

}]
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where we defined aM and BM as

aM ≡ {(1/2) sinh(2βeffΓ )
}1/2

, BM ≡ (1/2βeff) log coth(βeffΓ ) (9.2.153)

and introduced the following effective inverse temperature: βeff = β/M . Thus, this
is the partition function of a (d + 1)-dimensional classical system at the effective
temperature Teff = β−1

eff .
Let us think about the limit of Γ → 0 in this expression. Then, the coupling con-

stant of the last term appearing in the argument of the exponential becomes strong.
As the result, copies of the original system, which are described by the H classical

eff
and located in the Trotter direction labelled by k, have almost the same spin config-
urations. Thus, the partition function is now reduced to that of the classical system
at temperature T = β−1.

We should not overlook that when we describe the same quantum system at
T = 0 of the effective Hamiltonian H Quantum

eff by analysis of Schrödinger equa-
tion: i�(∂|ψ(t)〉/∂t) = H (t)|ψ(t)〉 for the time dependent Hamiltonian: H (t) =
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−βm
∑

〈ij〉 S
z
i S

z
j − h

∑
i τiS

z
i −Γ (t)

∑
i S

x
i , the inverse temperature β does not ap-

pear in the above expression. Therefore, we can not use β in the quantum Monte
Carlo method to simulate the quantum system at T = 0.

To realise the equilibrium state at the ground state T = 0 for a finite amplitude
of the quantum fluctuation Γ �= 0, we take the limit β → ∞,M → ∞ keeping the
effective inverse temperature βeff = O(1). Namely, effective parameters to simulate
the pure quantum system by the quantum Monte Carlo method are βeff and M , in-
stead of β and M . This choice is quite essential especially in the procedure of quan-
tum annealing [211] because the quantum annealing searches the globally minimum
energy states by using only the quantum fluctuation without any thermal fluctuation.
Therefore, if we set the effective inverse temperature βeff as of order 1 object in the
limit of M → ∞ (we can take into account the quantum effect correctly in this
limit) and β → ∞ (the thermal fluctuation is completely suppressed in this limit),
we simulate the quantum spin system at the ground state T = 0.

9.2.6.2 Quantum Annealing and Simulated Annealing

According to the argument in the previous subsection, we construct the quantum
annealing algorithm to obtain the globally minimum energy states of our effective
Hamiltonian H classical

eff . To realise the algorithm, we control the amplitude of the
transverse field as

Quantum Annealing (QA): Γ → 0 for βeff = 1, M → ∞.

We should notice that the simulated annealing (thermal annealing) is achieved by
controlling the parameter β as

Simulated Annealing (SA): β → ∞ for finite M and Γ = 0.

As we mentioned, the scheduling of T (t) and Γ (t) might be essential in the sim-
ulated annealing and the quantum annealing. Although we know the optimal tem-
perature scheduling T (t) ∼ (log t)−1, whereas the schedule of the Γ (t) is given as
Γ (t) ∼ (1 + t)−c from the argument of the convergence theorem [282]. Neverthe-
less, in this section, we use the same scheduling for Γ (t) as that of the simulated
annealing, namely, T (t) = Γ (t) to compare the accuracy of these two algorithms.
The justification of identification of Γ (t) and T (t) comes from the results we ob-
tained in the previous section, that is, the shape of the bit-error rate, especially for
image restoration at T = 0 as a function of Γ is almost same as the bit-error rate for
the thermal one. Thus, we assume that Γ and T might have the same kind of role to
generate the equilibrium states for a given Γ and T .

9.2.6.3 Application to Image Restoration

We investigate the MAP and MPM estimations by the quantum Monte Carlo method
and the quantum annealing for the two dimensional pictures which are generated by



344 9 Applications

Fig. 9.23 The bit-error rate pb for the thermal MPM estimation as a function of the temperature
Tm (left). The plots were obtained from 30-independent runs for the system size 100 × 100. We set
the temperature of the original image Ts = 2.15 and the noise rate pτ = 0.1. The right panel shows
the bit-error rate for the quantum MPM estimation for the system size 50 × 50, and the Trotter
number M = 200 for the same noise level pτ = 0.1 as the left panel. The error-bars are obtained
from 50-independent runs

the Gibbs distribution: P({ξ}) = eβs
∑

〈ij 〉 ξiξj /Z(βs). It must be noted that in the
above sum

∑
〈ij〉(· · ·) should be carried out for the nearest neighbouring pixels lo-

cated on the two dimensional square lattice. A typical snapshot from this distribution
is shown in Fig. 9.24 (upper left).

9.2.6.4 Thermal MPM Estimation Versus Quantum MPM Estimation

Before we investigate the performance of the simulated annealing and the quantum
annealing, as a simple check for our simulations, we demonstrate the thermal MPM
estimation for the degraded image with pτ = 0.1 of the original image generated
at Ts = 2.15 by using the thermal and the quantum Markov chain Monte Carlo
methods. We show the result of the Tm-dependence of the bit-error rate in Fig. 9.23.
We carried out 30-independent runs for system size 100 × 100. We set h/βm =
Tsβτ = (Ts/2) log(1−pτ /pτ ). From this figure, we find that the best performance is
achieved around the temperature Tm = Ts = 2.15. In Fig. 9.24, we show the original,
the degraded and restored images. From this figure, we found that the restored image
at relatively low temperature Tm = 0.6 is pained in even for the local structure of the
original images. On the other hand, at the optimal temperature Tm = 2.15, the local
structures of the original image are also restored.

We next investigate the quantum MPM estimation. In Fig. 9.23, we plot the bit-
error rate for the quantum MPM estimation of the original image generated by the
Gibbs distribution for the two dimensional ferromagnetic Ising model. We control
the effective transverse field Γeff on condition that the inverse temperature β is set-
ting to β = βeffM , namely, the effective inverse temperature βeff = 1. The hyper-
parameter β−1

m = Tm and h are fixed to their optimal values Tm = Ts = 2.15 and
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Fig. 9.24 From the upper left
to the lower right, the
original, the degraded
(pτ = 1), and the restored at
Tm = 0.6 and Tm = Ts = 2.15
pictures are displayed

h = βτ = (1/2) log(1 − pτ /pτ ). To draw this figure, we carry out 50-independent
runs for the system size 50×50 for the Trotter size M = 200. The Monte Carlo Step
(MCS) needed to obtain the equilibrium state is chosen as t ′ = Mt , where t = 105 is
the MCS for the thermal MPM estimation. One Monte Carlo step in calculation the
quantum MPM estimate takes M times evaluations of spin flips than the calculation
of the thermal MPM estimate. Thus, we provide a reasonable definition of the time
t ′ of which the quantity is plotted and compared as a function as t ′ = t (thermal)
and t ′ = Mt (quantum).

From this figure, we find that the lowest values of the bit-error rate for the quan-
tum and the thermal MPM estimations are almost the same value as our analysis
of the mean-field infinite range model predicted, however, the Γ -dependence of the
bit-error rate is almost flat. We display several typical examples of restored images
by the thermal and quantum MPM estimations in Fig. 9.25. From this figure, we
find that the performance of the quantum MPM estimation is slightly superior to the
thermal MPM.

9.2.6.5 Simulated Annealing Versus Quantum Annealing

In last part of this section, we investigate how effectively the quantum tunnelling
process possibly leads to the global minimum of the effective Hamiltonian for the
image restoration problem in comparison to temperature-driven process used in the
simulated annealing. It is important for us to bear in mind that the observables we
should check in the problem of image restoration are not only the energy on time E

but also the bit-error rate pb . As we mentioned, the globally minimum energy state
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Fig. 9.25 From the upper left
to the lower right, 50 × 50
original image generated at
Ts = 2.15, degraded images
(pτ = 0.1), and restored
image by the thermal MPM
estimation, and the restored
image by the quantum MPM
estimation. Each bit-error rate
is pb = 0.06120 for the
thermal MPM at
Tm = Ts = 2.15 and
pb = 0.06040 for the
quantum MPM estimation
with Γ = 0.8 (at the nearest
point form the solution of
m0 = m(Γ )), respectively

of the classical Hamiltonian does not always minimise the bit-error rate. Therefore,
from the view point of image restoration, the dynamics of the bit-error rate is also
relevant quantity, although, to evaluate the performance of the annealing procedure,
the energy on time is much more important measure. In this section, we investigate
both of these two measures.

In our simulations discussed below, we choose the temperature and the ampli-
tude of transverse scheduling as Γ (t) = T (t) = 3/

√
t according to Kadowaki and

Nishimori [211]. To suppress the thermal and the quantum fluctuation at the final
stage of the annealing procedure, we set Γ = T = 0 in last 10 % of the MCS.

In Fig. 9.26, we plot the time development of the bit-error rate and the en-
ergy on time, namely, Et = −βm

∑
〈ij〉 S

z
i S

z
j − h

∑
i τiS

z
i , where we defined Sz

i =
(1/M)

∑
k S

k
i for the quantum annealing. As the MCS t ′ for the quantum annealing

is defined by t ′ = Mt for the MCS, where t is the MCS for the SA, we should not
overlook that the initial behaviour of the first M-th MCS in the quantum annealing
is not shown in this figure. We carried out this simulation for system size 50 × 50
with Trotter size M = 200. The noise rate is pτ = 0.1. We set β−1

m = Ts = 2.15
and h = (1/2) log(1 − pτ/pτ ) = 1.1. From this figure, we find that the mean value
of the bit-error rate calculated by the quantum annealing is smaller than that of
the simulated annealing. However, the energy on time of the simulated annealing
is slightly lower than that of the quantum annealing. Although this result is not
enough to decide which annealing is superior, the simulated annealing with temper-
ature scheduling T (t) = 3/

√
t seems to be much more effective than the quantum

annealing with the same scheduling of the amplitude of the transverse field for find-
ing the minimum energy state. Of course, we should check more carefully to choose
the optimal or much more effective scheduling of Γ . This might be one of the im-
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Fig. 9.26 The time dependence of the bit-error rate for the simulated annealing (SA) and the
quantum annealing (QA). The Monte Carlo step (MCS) t ′ for the quantum annealing is defined
by t ′ = Mt , where t is the MCS for the SA. The right panel indicates the dynamical process
of the energy function by the SA and the QA. We carried out this simulation for system size
50 × 50 with the Trotter size M = 200. The noise rate is pτ = 0.1. The error-bars are calculated
by 50-independent runs

Fig. 9.27 From the upper left
to the lower right, the original
image (Ts = 2.15), the
degraded image (pτ = 0.1),
and typical restored images
by the simulated annealing
and the quantum annealing.
The resultant bit-error rates
are pb = 0.066400 for the SA
and pb = 0.058000 for the
QA

portant future problems. In Fig. 9.27, we display the resultant restored images by
the simulated annealing and the quantum annealing. For this typical example, the
performance of the quantum annealing restoration measured by the bit-error rate
is better than that of the simulated annealing. The difference of the correct pix-
els is estimated as Δn = 50 × 50 × Δpb = 2500 × 0.0084 = 21 (pixels), where
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Δpb = pb(SA) − pb(QA). From reasons we mentioned above, the MAP estimate
obtained by the quantum annealing is not a correct MAP estimate, however, the
quality of the restoration is really fine.

Appendix 9.A: Derivation of Saddle Point Equations
for the Quantum Hopfield Model

In this appendix, according to Nishimori and Nonomura [298], we derive the saddle
point equations (9.1.9)–(9.1.15) for the Hopfield model at zero temperature. We
starts our argument from the Suzuki-Trotter decomposition:

Z = lim
M→∞ Tr

(
e−βH0/M e−βH1/M

)M = lim
M→∞ZM (9.A.1)

where we defined the two parts of the Hamiltonian as

H0 = − 1

N

∑

ij

P∑

μ=1

ξ
μ
i ξ

μ
j Sz

i S
z
j , H1 = −Γ

∑

i

Sx
i . (9.A.2)

ZM is given by

ZM =
∑

{σ=±1}
exp

[
β

MN

M∑

K=1

∑

ij

P∑

μ=1

ξ
μ
i ξ

μ
j SiKSjK +B
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]
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i

mKμξ
μ
i SiK
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∑

K,i

SikSi,K+1

]
(9.A.3)

with

B = 1

2
log cosec

(
βΓ

M

)
. (9.A.4)

To average out the pattern-dependence in the self-averaging quantity such as free
energy, we use the replica trick:

� logZM� = lim
n→0

�ZM� − 1

n
. (9.A.5)

Then, we have

�ZM�
= �
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Kρ
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i

ξ
μ
i SiρK +B

∑

Kiρ

SiρKSiρK+1

)
�. (9.A.6)
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Here we assume that for the first s patterns, namely, for the so-called ‘con-
densed patterns’, the quantity (β/M)

∑
Kρ

∑s
μ=1 mKμρ

∑
i ξ

μ
i SiσK is of order

1 object, whereas for the un-condensed patterns μ = s, . . . , p, the quantity
(β/M)

∑
Kρ

∑P
μ=s+1

∑
i ξ

μ
i SiρK is of order 1/

√
N . Hence, we can rewrite (9.A.6)

as
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SiρKSiσL + O(1/N)

]
. (9.A.7)

Collecting the quadratic part in (9.A.6), we obtain

∏

μ

exp

[
− Nβ

2M2
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∑

Lσ

m2
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(9.A.8)

where we defined

Eμ = exp

[
−Nβ

2M

∑

μKρ

ΛKρ,LσmKμρmLμσ

]
(9.A.9)

with (Mn×Mn)-matrix:

ΛKρ,Lσ = δKρ,Lσ − β

MN

∑

i

SiρKSiσL

= δKρ,Lσ − β

M
qρσ (KL)− β

M
Sρ(KL) (9.A.10)

and

qρσ (KL) = 1

N

∑

i

SiρKSiσL, Sq(KL) = 1

N

∑

i

SiρKSiσL. (9.A.11)

Thus, we immediately obtain
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∏

μ

∫ ∏
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dmKμρ Eμ = {const.(detΛ)−1/2}−(p−s)/2

� (detΛ)−p/2 =
(∏

Kρ

λKρ

)−p/2

= exp

(
−p

2

∑

Kρ

logλKρ

)
(9.A.12)

where λKρ are the eigenvalues of the ΛKρ,Lσ . Inserting the definitions (9.A.11) by
using the identities:

∫ ∏
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We write the factor of unity G{λKρ} = 1 as

G{λKρ} =
∫ ∏

(Kρ,Lσ)

dqρσ (KL)
∏

ρ,(KL)

dSρ(KL)

× δ

(
qρσ (KL)− 1

N

∑

i

SiρKSiσL

)
δ

(
Sρ(KL)− 1

N

∑

i

SiρKSiρL

)

=
∫ ∏

(Kρ,Lσ)

dqρσ (KL)drρσ (KL)
∏

ρ,(KL)

dSρ(KL)dtρ(KL)

× exp

[
−Nαβ2

M2
rρσ (KL)qρσ (KL)+ αβ2

M2
rρσ (KL)

∑

i

SiρKSiρL

]

× exp

[
−Nαβ2

M2
tρ(KL)Sρ(KL)+ αβ2

M2
tρ(KL)

∑

i

SiρKSiρL

]
= 1

(9.A.15)

where we used the Fourier transform of the delta function. Multiplying the
G{λKρ} = 1 by �Zn�, one obtains
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× �
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where we used self-averaging properties in the limit of N → ∞ and dropped the
site i dependence. f denotes the free energy per spin, which is given by

f = 1
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where T is temperature T = β−1. Extremum conditions for the free energy give the
following saddle points:

mKμρ = �ξμ〈SρK 〉� (9.A.18)

qσρ(KL) = �〈SρK 〉〈SσL〉� (9.A.19)

rρσ (KL) = 1

α

s∑

μ=1

�mKμρmLμσ� (9.A.20)

Sρ(KL) = �〈SρKSρL〉� (9.A.21)

tρ(KL) = 1

α

s∑

μ=1

�mKμρmLμρ� (9.A.22)

where we should notice that mKμρ , qσρ(KL) and rρσ (KL) are overlap, spin glass
order parameter and noise from un-condensed patterns, respectively. These are the
same as in the classical Hopfield model. On the other hand, Sρ(KL) and tρ(KL)

represent quantum effects. The former represents the degree of quantum fluctuation
by the deviation from unity and the latter denotes the effect of un-correlated patterns
in the same replica.
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9.A.1 Replica Symmetric and Static Approximation

To proceed the calculations, we assume the replica symmetric and static approxima-
tions:

mKμρ = mμ (9.A.23)

qρσ (KL) = q (9.A.24)

rρσ (KL) = r (9.A.25)

tρ(KL) = t (9.A.26)

Sρ(KL) =
{
S (K �= L)

1 (K �= L)
(9.A.27)

namely, we consider the case in which these order parameters are independent on
the replica and Trotter indexes. Then, we have the free energy per replica as follows
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By using the Hubbard-Stratonovich transformation, we obtain in the limit of n → 0
as
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� n

∫
Dz log

∑

S

exp

[
β

M

(
(m · ξ)+ √

αr z
)∑

K

SK +B
∑

K

SKSK+1

+ αβ2

2M2
(t − r)

(∑

K

SK

)2]

= n

∫
Dz log

∫
Dw

∑

S

exp

[
β

M

(
m · ξ + √

αr z +√α(t − r)w
)∑

K

SK

+B
∑

K

SKSK+1

]

= n

∫
Dz log

∫
DwTr exp

[(
m · ξ + √

αr z +√α(t − r)w
)
Sz + Γ Sx

]

= n

∫
Dz log

∫
Dz2 coshβ

√(
m · ξ + √

αr z +√α(t − r)w
)2 + Γ 2.

(9.A.29)

We next consider the term (1/n) logλKρ in (9.A.28). The matrix elements
{ΛKρ,Lσ } are −β/M (ρ �= σ ), −βS/M (ρ = σ , K �= L) and 1 − β/M (ρ = σ ,
K = L). Then, the eigenvalues are given by

λ1 = 1 − β

M
− (M − 1)

M
βS − (n− 1)βq (with 1-degeneracy) (9.A.30)

λ2 = 1 − β

M
− (M − 1)

M
βS + βq

(
with (n− 1)-degeneracy

)
(9.A.31)

λ3 = 1 − β

M
+ β

M
S

(
with (M − 1)n-degeneracy

)
. (9.A.32)

Thus, one can evaluate

1

n

∑

Kρ

λKρ = 1

n

(
logλ1

1 · λ(n−1)
2 · λ(M−1)n

3

)

= 1

n
log

λ1

λ2
+ logλ2 + (M − 1) logλ3

= 1

n

(
1 − βqn

1 − β
M

− (M−1)
M

βS + βq

)

+ log

(
1 − β

M
− (M − 1)

M
βS + βq

)

+ (M − 1) log

(
1 − β

M
+ β

M
S

)

= − βq

1 − βS + βq
+ log(1 − βS + βq)− β + βS (n → 0, M → ∞).

(9.A.33)

Collecting therms in (9.A.28), (9.A.29) and (9.A.33), we obtain
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f

n
= 1

2
m2 + α

2β

[
log(1 − βS + βq)− βq

1 − βS + βq
− β(1 − S)

]
+ αβ

2
(tS − rq)

− T�
∫

Dz log
∫

Dz2 coshβ
√(

m · ξ + √
αr z +√α(t − r)w

)2 + Γ 2 �.

(9.A.34)

For simplicity, we now set mμ = δμ,1m,ξμ = δμ,1, namely, we consider the case
in which a single pattern is recalled. The extremum conditions gives the following
saddle point equations.

m =
∫

DzY−1
∫

Dwgu−1 sinhβu (9.A.35)

r = q

(1 − βS + βq)2
(9.A.36)

t = r + S − q

1 − βS + βq
(9.A.37)

q =
∫

Dz

(
Y−1

∫
Dwqu−1 sinhβu

)2

(9.A.38)

S =
∫

DzY−1
(∫

Dwq2u−1 coshβu+ T Γ

∫
Dwu−1 sinhβu

)

(9.A.39)

where we defined

g = m+ √
αr z +√α(t − r)w (9.A.40)

u =
√
g2 + Γ 2, Y =

∫
Dw coshβu. (9.A.41)

9.A.2 Zero Temperature Limit

At the ground state T → 0, we naturally expect that S = q . For convenience, we
introduce the parameter C as

C ≡ lim
β→∞β(S − q) = Γ 2

∫
Dz

[(m+ √
αr z)2 + Γ 2]3/2

. (9.A.42)

Then, we can rewrite the saddle point equations in terms of C as

m =
∫

Dz
m+ √

αr z√
(m+ √

αr z)2 + Γ 2
(9.A.43)

q =
∫

Dz
(m+ √

αr z)2

(m+ √
αr z)2 + Γ 2

(9.A.44)

r = q

(1 −C)2
. (9.A.45)



Chapter 10
Related Models

10.1 XY Model in a Transverse Field

The XY model in a transverse field is another simple model, which, apart from the
transverse Ising model, exhibits a zero-temperature quantum phase transition. This
model also appears in the pseudo-spin representation of the BCS Hamiltonian and
its mean field treatment yields exactly the BCS gap equation [16]. The spin-1/2
transverse XY chain can be diagonalised using the Jordan-Wigner transformation
(see Sect. 2.2).

10.1.1 Mean Field Theory and BCS Equations

The reduced BCS Hamiltonian [26], operating only within the pair subspace (which
includes only the configurations having both the Bloch states with opposing spin
and momenta occupied or empty), can be written as

H =
∑

k

εk
(
CkC

†
k +C

†
−kC−k

)− V
∑

k,k′
C

†
k′C

†
−k′C−kCk, (10.1.1)

where C
†
k (Ck) are the creation (annihilation) operator for electrons in Bloch state

(k,1/2) and the interaction V is nonzero only if εk lies within a small shell of
thickness �ωD (ωD is the Debye frequency), centred around the Fermi energy. One
can rewrite the Hamiltonian (10.1.1) in terms of the occupation number operator nk
and n−k of the electrons

H = −
∑

k

εk(1 − nk − n−k)− V
∑

k,k′
C

†
k′C

†
−k′C−kCk. (10.1.2)

In the pair subspace, eigenvalues of nk and n−k are the same (1 or 0) and defin-
ing the basis states as φ(1k,1−k) (both states with momenta and spin (k,1/2) and
(−k,−1/2) are occupied) and φ(0k,0k) (both states are empty), one can readily
check that
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© Springer-Verlag Berlin Heidelberg 2013
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(1 − nk − n−k)φ(1k,1−k) = −φ(1k,1−k), (10.1.3)

(1 − nk − n−k)φ(0k,0−k) = φ(0k,0−k). (10.1.4)

The above relations imply that in the pair subspace the operator (1 − nk − n−k) can
be written as the z-component of a Pauli spin matrix

(1 − nk − n−k) = Sk
z . (10.1.5)

Similarly one can check that

C
†
kC

†
−k = 1

2
S−
k ; CkC−k = 1

2
S+
k . (10.1.6)

In terms of the pseudo-spin operators Sz, S+ and S−, defined above, one can readily
rewrite the reduced BCS Hamiltonian as

H = −
∑

k

εkS
z
k − V

4

∑

k,k′

(
Sx
k′Sx

k + S
y

k′S
y
k

)
, (10.1.7)

which turns out to be an XY model in a transverse field, written in terms of the
pseudo-spin operators.

The above Hamiltonian (10.1.7) can be studied using the molecular field theory
(as in Sect. 1.2), where the many-particle Hamiltonian is written as the collection of
isolated spins in a fictitious magnetic field [16]

H = −
∑

k

hk · Sk, (10.1.8)

where hk and Sk are treated as classical vectors in the pseudo-spin space and are
written as

hk = εkẑ + V

2

∑

k′

(〈
Sx
k′
〉
x̂ + 〈Sy

k′
〉
ŷ
)
, (10.1.9)

Sk = Sx
k x̂ + S

y
k ŷ + Sz

k ẑ. (10.1.10)

Since, at zero temperature, the energy is minimised when Sk is polarised in the
direction of the effective molecular field hk , one can write (with 〈Sy

k′ 〉 = 0),

hxk

hzk
= Sx

k

Sz
k

=
V
2

∑
k′ 〈Sx

k′ 〉
εk

= tan θk. (10.1.11)

Now using Sx
k′ = sin θk′ we get the BCS integral equation (at T = 0)

tan θk = (V/2εk)
∑

k′
sin θk′ . (10.1.12)

To solve Eq. (10.1.12), we set Δ = (V/2)
∑

k′ sin θk′ = εk tan θk , so that

Δ = V

2

∑

k′

Δ

(Δ2 + ε2
k′)1/2

. (10.1.13)
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Replacing the above summation by an integral over f from −ωD to +ωD , one arrives
at the BCS gap equation

Δ = ωD

sinh(1/ρFV )
� 2ωD exp(−1/ρFV ), (10.1.14)

where ρF is the density of states at the Fermi level and it is assumed that VρF � 1.
It is clear that the energy gap is positive if the interaction V is positive. At a finite
temperature T the average magnetisation can be written as (cf. (1.5))

〈Sk〉 = tanh
(
β|hk|

); |hk| =
(
ε2
k +Δ2(T )

)1/2
. (10.1.15)

The BCS integral equation (10.1.12) is then modified to

tanh θk = (V/2εk)
∑

k′
tanh

(
β|hk|

)
sin θk′ = Δ

εk
. (10.1.16)

The phase transition from the superconducting state to the normal state occurs at a
temperature Tc given by Δ(Tc) = 0, or

1 = V
∑

k′

1

2εk′ tanh(εk′/Tc)
. (10.1.17)

Replacing the summation once again by an integral and performing graphical inte-
gration, one obtains

Tc = 1.14ωD exp(−1/ρF ), (10.1.18)

for VρF � 1. One can use (10.1.14) in (10.1.18) to obtain the BCS gap equation

2Δ = 3.5Tc. (10.1.19)

Thus, transforming the reduced BCS Hamiltonian into a XY model in a transverse
field, one can obtain the BCS results using simple mean field theory.

10.1.2 Exact Solution of Transverse XY Chain

The transverse XY chain Hamiltonian was first studied in details by Katsura [216]
as a limiting case of anisotropic Heisenberg chain in a magnetic field. The Hamil-
tonian can be exactly diagonalised [322, 385] using Jordan-Wigner transforma-
tion to rewrite the spin Hamiltonian in terms of spinless Jordan-Wigner fermions
(cf. Sect. 2.2). We start from the nearest neighbour XY chain Hamiltonian in a trans-
verse (tunnelling) field, with periodic boundary condition

H = −
N∑

i=1

(
JxS

x
i S

x
i+1 + JyS

y
i S

y

i+1

)− Γ

N∑

i=1

Sz
i

= −J

2

N∑

i=1

[
(1 + γ )Sx

i S
x
i+1 + (1 − γ )S

y
i S

y

i+1

]− Γ

N∑

i=1

Sz
i (10.1.20)
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where γ J = Jx − Jy measures anisotropy in the in-plane interaction and for
γ = 0 and γ = 1 the model reduces to the isotropic XY chain in a transverse
field and transverse Ising chain, respectively. Using Jordan-Wigner transformation
(cf. Sect. 2.2, Sect. 2.A.1) one can readily rewrite the Hamiltonian in terms of spin-
less lattice fermions

H = −J

N∑

i=1

[(
c

†
i ci+1 − cic

†
i+1

)+ γ
(
c

†
i c

†
i+1 − cici+1

)]− Γ

N∑

i=1

(
2c†

i ci − 1
)
.

(10.1.21)

The above Hamiltonian can be diagonalised by transforming the fermion operators
in momentum space and then using Bogoliubov transformation [245] (cf. Sect. 2.2
and Sect. 2.A.1) and can be written in the form

H =
∑

q

ωqη
†
qηq − 1

2

∑

q

ωq, (10.1.22)

where the dispersion for the elementary excitations ωq is given as

ωq = 2
√
J 2 cos2 q + γ 2J 2 sin2 q + Γ 2 + 2Γ J cosq. (10.1.23)

For γ = 1, the dispersion relation reduces to that of a transverse Ising chain [312].
The normal modes ηq and η

†
q are as given in the Sect. 2.2. In the isotropic limit,

γ = 0, the dispersion relation writes as

ωq = 2(Γ + J cosq) = 2J (λ+ cosq); λ = Γ

J
. (10.1.24)

Defining q ′ = π − q as the pseudo-wavevector for the excitations, it is readily
seen that the energy gap ωq vanishes at q ′ = 0 for a critical value of transverse
field given by λ = Γc/J = 1; Γc = J , indicating a quantum phase transition at that
value of the transverse field. One thus finds using (10.1.23) that, for the anisotropic
transverse XY chain, the quantum phase transition occurs (energy gap vanishes) at
a value of transverse field given by

Γc = J = Jx + Jy; λ = 1. (10.1.25)

Near the critical point (λ = 1), the long wavelength (q → 0) characteristic energy
dispersion and its gap Δ (for q = 0) have the scaling form (see also [110])

ωq ∼ qz
[
1 + (qξ)−z

]
, Δ = ω0 = |Γ − Γc|s , ξ = |Γ − Γc|−ν . (10.1.26)

From Eqs. (10.1.23) and (10.1.24), one gets the exponents z = 1, s = 1 and ν = 1
for 0 < γ ≤ 1 and z = 2, s = 1 and ν = 1/2 for γ = 0. One should note at this point
that for the isotropic case, the excitations (and hence z and s) are not defined below
the critical point (λ < 1).

At this point we should mention that a two dimensional periodic Ising model
(N × ∞) in the absence of a magnetic field

HI = −J1

∑

i

Sx
i,kS

x
i+1,k − J2

∑

i

Sx
i,kS

x
i,k+1 (10.1.27)



10.1 XY Model in a Transverse Field 359

at a temperature T is equivalent to the ground state of a linear periodic anisotropic
XY chain in a transverse field [385] with the Hamiltonian (10.1.20) through the
relations,

Jy

Jx
= tanh2 K∗

1 ,
Γ

Jx
= 2 tanhK∗

1 cothK2, (10.1.28)

where K∗
1 = exp(−2K1), K1 = βJ1, or in terms of γ the equivalence holds when

cosh
(
2K∗

1

)= γ−1, tanhK2 = (1 − γ 2)1/2

λ
. (10.1.29)

The above equivalence can be analytically established by exact analytic diago-
nalisation of both the Hamiltonians in terms of fermions. The critical temperature
of the Ising model Tc, given by the relation [237, 349]

sinh

(
2J1

kBTc

)
sinh

(
2J2

kBTc

)
= 1, (10.1.30)

corresponds to the critical transverse field of the XY-Hamiltonian given by Γc =
Jx + Jy , through the relations (10.1.28)–(10.1.29). The high (low) temperature re-
gion with T > Tc (T < Tc), of the Ising model corresponds to the high (low) trans-
verse field, Γ > Γc (Γ < Γc), region of the transverse XY chain. It can also be
analytically established that the exponents associated with the finite-temperature
thermal phase transition in the Ising model are identical to those associated with
the zero temperature quantum transition in the transverse XY chain. From the re-
lation (10.1.28), one can verify that the above mentioned equivalence between the
two dimensional Ising model and the one dimensional transverse XY system holds
outside the unit circle (γ 2 + λ2 ≥ 1), in the γ –λ plane (Fig. 10.1). From the elab-
orate calculation [27] it has been established that spin-correlation functions of the
transverse XY chain have non-oscillatory asymptotic behaviour outside this unit cir-
cle, whereas they show oscillatory asymptotic behaviour (mass gap is always zero)
inside the circle. This can be understood realising that the behaviour of the model
outside the circle is classical whereas inside the circle the nature is quantum (where
it may be related to a two-dimensional Ising model with complicated interactions
using the Suzuki-Trotter formalism (cf. Sect. 3.1)).

10.1.2.1 Slow Quench Dynamics in Transverse XY Chain

Due to the richness in the phase diagram as shown in Fig. 10.1, the transverse XY
chain involves several properties with respect to the quench dynamics [74, 99–101,
106, 107, 287, 364], which are absent in the transverse Ising chain.

Let us return to the Hamiltonian of the transverse XY chain in the fermion rep-
resentation (10.1.21). Using the Fourier transformation cq = (1/

√
N)
∑

j cj e
−iqRj ,

the Hamiltonian is arranged into

H =
∑

q>0

Hq, (10.1.31)
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Fig. 10.1 Zero temperature phase diagram of the transverse XY chain [27]. The equivalence be-
tween the 2-dimensional Ising model and the transverse XY chain holds outside the unit circle
in the γ –λ plane (λ = Γ/J ), where spin-correlation functions of the transverse XY chain have
non-oscillatory asymptotic behaviour. The spin correlation functions show oscillatory behaviour
inside the circle. The dashed lines show critical lines where excitation gap vanishes. When one
crosses a vertical critical line (Γ/J = 1 or −1), the ground state undergoes a quantum phase tran-
sition which shares the nature of transition with the pure transverse Ising chain. On the critical
line of the isotropic γ = 0 case, the ground state is quantum critical. The transition across this line
brings about a change of the anisotropic character in the ground state, such as a change from a Jx
dominant state to a Jy dominant state

Hq = −2
(
c†
q c−q

){
(λ+ cosq)σ z − γ sinqσy

}
(

cq

c
†
−q

)

= −2
(
c̃†
q c̃−q

)(λ+ cosq −γ sinq
−γ sinq −λ− cosq

)(
c̃q

c̃
†
−q

)
, (10.1.32)

where we made λ = Γ/J and chose J = 1 as the unit of energy. σx , σy and
σz denote the Pauli matrices. Note that we applied a unitary transformation U =
exp(iσ zπ/4) such that UσyU† = σx and defined (c̃q c̃

†
−q)

T = U(cq c
†
−q)

T to have
the last line. Since each mode q is decoupled from the other in the Hamiltonian, the
time-dependent Schrödinger equation reduces to that of a two-level system, which
is given by

i
d

dt

∣∣ψq(t)
〉= Hq

∣∣ψq(t)
〉
. (10.1.33)

We first consider a quench of the transverse field as λ = t/τ (−∞ < t < ∞) with
a rate 1/τ and assume that |ψq(t = −∞)〉 is the ground state of the Hamiltonian
Hq(t) at t = −∞ [74, 287]. We inquire how much the system is excited at t = +∞.

Defining |0̃q〉 as the vacuum of c̃q and c̃−q and |1̃q〉 = c̃
†
q c̃

†
−q |0̃q〉, we expand the

state vector as |ψq(t)〉 = ψ̃q,0(t)|0̃q〉 + ψ̃q,1(t)|1̃q〉. Using ψ̃q,0(t) and ψ̃q,1(t), the
Schrödinger equation is expressed as

i
d

dt

(
ψ̃q,1(t)

ψ̃q,0(t)

)
= −2

(
λ+ cosq −γ sinq
−γ sinq −λ− cosq

)(
ψ̃q,1(t)

ψ̃q,0(t)

)
, (10.1.34)
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and the initial condition is given by (ψ̃q,1(−∞), ψ̃q,0(−∞)) = (0,1). This equa-
tion is immediately solved using the Landau-Zener solution (cf. Sect. 7.2.2.2 and
Sect. 7.A.2). The excitation probability at t = +∞ is

pq = ∣∣ψ̃q,0(+∞)
∣∣2 = e−2πτγ 2 sin2 q . (10.1.35)

Thus the density of defects (excitations) is obtained as

n =
∫ π

0

dq

π
pq ≈

∫ ∞

0

dq

π
e−2πτγ 2q2 +

∫ π

−∞
dq

π
e−2πτγ 2(π−q)2

= 1

πγ
√

2τ
. (10.1.36)

This result is consistent with the Kibble-Zurek scaling n ∝ τ−dν/(zν+1) (cf. (7.2.111)
in Sect. 7.2.2.2), which reduces to τ−1/2 using the values d = z = ν = 1 of the
quantum critical point on the quantum Ising critical line.

Note that the scaling (10.1.36) of the density of defects does not make sense
when γ = 0, namely, the system passes through the quantum XX critical line. In
this case, one gets pq = 1 for all q’s and hence n = 1.

Let us next consider a quench in which the transverse field λ and the anisotropy
γ are changed as λ + 1 = γ = t/τ . We assume that the system is in the ground
state at t = −∞. Using this schedule of λ and γ , the system passes the multicritical
point (λ, γ ) = (−1,0) at t = 0. Note that this multicritical point is characterised
by exponents z = 2 and ν = 1/2. The Hamiltonian (10.1.32) with time-dependent λ
and γ is written as

Hq(t) = −2
(
c̃†
q c̃−q

)( t/τ − 1 + cosq −(t/τ ) sinq
−(t/τ ) sinq −(t/τ )+ 1 − cosq

)(
c̃q

c̃
†
−q

)
.

(10.1.37)

We introduce a unitary matrix U such that

U

(
1 − sinq

− sinq −1

)
U

† =
⎛

⎝

√
1 + sin2 q 0

0 −
√

1 + sin2 q

⎞

⎠ , (10.1.38)

and define (cq c
†
−q)

T = U(c̃q c̃
†
−q)

T . One can see that, for |t |/τ → ∞, the Hamil-

tonian Hq(t) is diagonalised by U , so that Hq(t) → −2(t/τ )(1 + sin2 q)1/2(c†
qcq −

c−qc
†
−q). Therefore the ground state at t = −∞ is found to be the vacuum of cq

and c−q . Writing this vacuum as |0q〉 and defining |1q〉 = c†
qc

†
−q |0q〉, we express

the state vector as |ψq(t)〉 = ψq,0(t)|0q〉 + ψq,1(t)|1q〉. Now a little calculation
shows that for q � 1

U

(−1 + cosq 0
0 1 − cosq

)
U

† ≈ −1

2

(
q2 q3

q3 −q2

)
. (10.1.39)
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Using this and (10.1.38), the Schrödinger equation with q � 1 is written as

i
d

dt

(
ψq,1(t)

ψq,0(t)

)
=
(−2t/τ + q2 q3

q3 2t/τ − q2

)(
ψq,1(t)

ψq,0(t)

)
. (10.1.40)

The initial condition for ψq,1(t) and ψq,0(t) is given by (ψq,1(−∞),ψq,0(−∞)) =
(0,1). Applying the Landau-Zener solution, the excitation probability at t = +∞ is
obtained as

pq = ∣∣ψq,0(+∞)
∣∣2 = e−πτq6/2 (10.1.41)

for q � 1, and the density of defects as

n =
∫ π

0

dq

π
pq ≈

∫ ∞

0

dq

π
e−πτq6/2 ∼ 1

τ 1/6
. (10.1.42)

This result conflict with the Kibble-Zurek scaling τ−dν/(zν+1) which with d = 1,
z = 2 and ν = 1/2 predicts τ−1/4. To resolve this conflict, Divakaran et al. [106]
proposed an extension of the Kibble-Zurek scaling. According to them, when the
off diagonal term of the two-level Hamiltonian Hq has an exponent z′ and one
has the critical exponent ν′ such that z′ν′ = 1, then the scaling of n follows
n ∼ τ−dν′/(z′ν′+1) = τ−d/2z′

.
One may also consider a quench along a gapless line. Let us assume γ = t/τ and

λ fixed at λ = 1. We choose the initial condition that the system is in the ground state
at t = −∞. The Hamiltonian of the mode q with this quench schedule is written as

Hq(t) = −2
(
c̃†
q c̃−q

){
(1 + cosq)σ z − (t/τ ) sinqσx

}
(

c̃q

c̃
†
−q

)
. (10.1.43)

Applying a unitary transformation U ′ = exp(−iσ yπ/4), the Hamiltonian is ar-
ranged as

Hq(t) = −2
(
c̃†
q c̃−q

)
U ′†U ′{(1 + cosq)σ z − (t/τ ) sinqσx

}
U ′†U ′

(
c̃q

c̃
†
−q

)

= −2
(
c′†
q c′−q

){
(1 + cosq)σ x + (t/τ ) sinqσ z

}
(

c′
q

c
′†
−q

)
, (10.1.44)

where (c′
q c

′†
−q)

T = U ′(c̃q c̃
†
−q)

T . Letting |ψq(t)〉 = ψ ′
q,0(t)|0′

q〉 + ψ ′
q,1(t)|1′

q〉
where |0′

q〉 denotes the vacuum of c′
q and c′−q and |1′

q〉 = c
′†
q c

′†
−q |0′

q〉, the
Schrödinger equation with π − q � 1 is written as

i
d

dt

(
ψ ′
q,1(t)

ψ ′
q,0(t)

)
= −

(
2(t/τ )(π − q) (π − q)2

(π − q)2 −2(t/τ )(π − q)

)(
ψ ′
q,1(t)

ψ ′
q,0(t)

)
. (10.1.45)

The initial condition for ψ ′
q,1(t) and ψ ′

q,0(t) is given by (ψ ′
q,1(−∞),ψ ′

q,0(−∞)) =
(0,1). The Landau-Zener solution for this equation yields the excitation probability
at t = +∞

pq = ∣∣ψ ′
q,0(+∞)

∣∣2 = e−πτ(π−q)3/2. (10.1.46)
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The density of defects is thus obtained as

n =
∫ π

0

dq

π
pq ≈

∫ π

−∞
dq

π
pq ∼ 1

τ 1/3
. (10.1.47)

Divakaran et al. generalised this result to a quench across a critical line in a
d dimensional system with the energy spectrum of the quasiparticle of the form
ωq = |γ |qz+δqz′

, where δ is a constant. They proposed n ∼ τd/(2z
′−z) when 2z′ > z

and γ is quenched as γ = t/τ with fixed δ.
Before closing this subsection, we comment that Sengupta and Sen [364] have

discussed entanglement production due to a quench of the transverse field in the
XY chain. They have shown that, when transverse field is quenched from Γ = −∞
to +∞ with rate 1/τ , the concurrence (cf. Sect. 2.2.1) acquires a finite value only
between even neighbour sites and there is a critical rate 1/τc such that for 1/τ >

1/τc no concurrence is generated due to a quench.

10.1.3 Transverse XY Chain and Harper Model

The studies on metal-insulator transition induced by quenched (random) disorder
had been naturally extended to systems with quasi-periodic disorder (see e.g. [373]),
in order to find the link with and to compare with the quantum transition from ex-
tended to localised electronic wavefunctions in such systems. The one dimensional
Harper model

ψi+1 +ψi−1 + Γ0 cos(2πσi) = Eψi (10.1.48)

is considered a paradigm in the study of quasi-periodic systems exhibiting (global)
transitions from metallic or Bloch-type extended states (for Γ0 < 2) to the insulat-
ing or exponentially localised states (for Γ0 > 2) with irrational σ [373]. At the
metal-insulator transition point, the states are critical, having power law localisation
characterised by fractal spectrum and wave functions. The energy spectrum here
becomes self-similar (the butterfly spectrum). The quasi-periodic systems being in-
termediate between periodic and random systems, provide useful link for under-
standing the crossover, and the Harper model has been extensively studied in this
context, as well as in the context of the quantum Hall effect and the mean field
theory of Hubbard model.

The above Harper model has been approximately mapped [344–346] to a gen-
eral isotropic XY chain in quasi-periodic transverse field, suggesting intriguing pos-
sibilities of identifying the various states in both the models. Let us consider the
anisotropic XY chain in a transverse field

H = −
N∑

i=1

(
JxS

x
i S

x
i+1 + JyS

y
i S

y

i+1 + ΓiS
z
i

)
(10.1.49)

with the transverse field having a quasi-periodic variation

Γi = Γ0 cos(2πσi) (10.1.50)
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along the chain length i, controlled by the parameter σ and amplitude Γ0. Using
the Jordan-Wigner transformation (see Sect. 2.2) the above spin chain Hamiltonian
may be related to a quadratic (free) fermion Hamiltonian

H = −
∑

i

[
(Jx + Jy)c

†
i ci+1 + (Jx − Jy)c

†
i c

†
i+1 + Γic

†
i ci + h.c.

]
(10.1.51)

where ci ’s are the anti-commuting fermion operators. The Hamiltonian (10.1.51)
is bi-linear in fermion operators and can be readily recast to the general form
(cf. Sect. 2.A.2)

H =
∑

ij

[
c

†
i Aij cj + ciBij cj + h.c.

]
(10.1.52)

with

Aij = (Jx + Jy)δi+1,j + Γiδij ; Bij = (Jx − Jy)δi+1,j . (10.1.53)

Using Bogoliubov transformations (cf. Sect. 2.A.2) one can readily obtain the ma-
trix equations

Φk(A−B)(A+B) = E2
kΦk; Ψk(A+B)(A−B) = E2

kΨk (10.1.54)

where(A+B)T = A−B because A is symmetric and B is antisymmetric. Follow-
ing Lieb et al. [245], the diagonalisation of the above Hamiltonian can be reduced
to the diagonalisation of the tight-binding Hamiltonian [344]

E2ψi = 16JxJy(ψi−2 +ψi+2)+ 4(JxΓi−1 + JxΓi)ψi−1

+ 4(JyΓi + JxΓi+1)ψi+1 + 4
(
Jx + Jy + Γ 2

i

)
ψi. (10.1.55)

In the isotropic limit (Jx = Jy ), the above equation reduces to the squared Harper
equation (10.1.48). This mapping can be employed to extract and compare the gen-
eralised Harper butterfly energy spectrum with the various correlations in the equiv-
alent transverse XY model [346]. In the anisotropic case (Jx �= Jy ), the localised
to extended state transition (at Γ0 = 2) gets split with a critical region in between
(localised to critical transition and critical to extended transition).

10.1.4 Infinite Range XY Spin Glass in a Transverse Field

In this section, we shall briefly discuss the infinite range XY model in the presence
of a transverse field. The Hamiltonian of the N interacting spins in the presence of
a transverse field can be put in the form

H = −
∑

i<j

Jij
(
Sx
i S

x
j + S

y
i S

y
j

)− Γ

N∑

i=1

Sx
i , (10.1.56)
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where Sα
i ’s are Pauli spin operators and random interactions Jij ’s are distributed

according to the Gaussian distribution with zero mean and variance (J/
√
N ),

P(Jij ) =
(

N

2πJ 2

)1/2

exp

(
−NJ 2

ij

2J 2

)
. (10.1.57)

One can now apply the Suzuki-Trotter method (cf. Sect. 3.1) to the above quan-
tum Hamiltonian to derive the partition function of the equivalent classical system.
The partition function (in the M-th Trotter approximation) one arrives at, after a few
steps of algebra, can be written in the form [407]

Z = TrS,τ

M∏

k=1

exp(hx + hy)

N∏

i=1

A exp

[
i

(
π

4
Sikτik +BτikSi,k+1

)]
, (10.1.58)

where {|Sik〉} and {|τjk〉} denote the complete set of eigenvectors of the operators
Sx
ik and S

y
ik respectively and

hx = β

M

∑

i<j

Jij SikSjk, (10.1.59)

hy = β

M

∑

i<j

Jij τikτjk, (10.1.60)

A = 1

2

√

cosh

(
2Γβ

M

)
, (10.1.61)

B = −1

2
tan−1

(
1

sinh(2βΓ/M)

)
. (10.1.62)

As mentioned in the previous sections, the partition function may be considered
as Tr exp(−βH 0

eff), where H 0
eff is the effective classical Hamiltonian on a N × M

lattice, corresponding to the quantum model in the M → ∞ limit.
At this point one has to consider the random interactions and use the n-replicated

partition function Zn. Performing the configuration average and the Hubbard-
Stratonovich transformation (to linearise the quadratic terms appearing in the ex-
pression of the partition function) and using the saddle-point method for a thermo-
dynamically large system, one obtains for the expression of the free energy [51]

f = 1

2nM2

∑

k,α

∑

k′,α′
q2
kαk′α′ − 1

n
ln Tr exp(Heff), (10.1.63)

where t = 1/(βJ ) and the effective replicated Hamiltonian is given by

Heff = 1

2M2t2

∑

kαk′α′
qkαk′α′(SαkSα′k′ + ταkτα′k′)

+
∑

k,α

i

(
π

4
Sαkταk +BταkSα,k+1

)
, (10.1.64)
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Fig. 10.2 Phase diagram of
transverse XY spin glass
(infinite range). The solid line
represents exact result. The
lower dotted line represents
the thermofield dynamical
result and the upper one is the
static approximation
result [51]

and order parameters are given by the self-consistency condition

qkαk′α′ = 〈SαkSα′k′ 〉 = 〈ταkτα′k′ 〉 (10.1.65)

(the angular bracket denotes the thermal average with respect to the Hamiltonian
Heff). There are two types of order parameters: the order parameters Rkk′ for α = α′
are the spin self-interaction terms (cf. Sect. 6.3) (independent of the replica index)
and the spin glass order parameter (α �= α′) qαβ which vanishes in the paramagnetic
phase. Similar considerations as in Sect. 6.3 (with the only exception that in this
calculation discretised Trotter indices are used) lead to the relation

1

M

∑

k

Rkk′ = kBTc

J
. (10.1.66)

Büttner and Usadel [51], numerically solved the self-consistency condition (10.1.65),
up to M = 14, by direct spin summation. Thermodynamic quantities obtained for fi-
nite systems can be extrapolated to the limit M → ∞, using the M−2-extrapolation
law proposed by Suzuki (cf. Sect. 6.3). The phase boundary was calculated exactly
[51] up to (kB/J ) = 0.18 and extrapolated for the lower temperatures (Fig. 10.2).
The value of Γc (T = 0), thus obtained is around 1.44J and the value of the critical
temperature, in the limit of vanishing Γ is 0.763J . The thermofield dynamical treat-
ment [52] gives the lower value of Tc whereas the phase boundary, obtained from the
static approximation deviates visibly from the above result in the low temperature
region (Fig. 10.2).
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Fig. 10.3 A honeycomb lattice is decomposed into an A-sublattice and a B-sublattice denoted by
open and closed squares respectively. The horizontal bonds with an A-site on the left are x-links,
those with a B-site on the left are y-links, and the vertical bonds are z-links. The interaction Sα

i S
α
j

is defined on an α-link. J1, J2, and J3 are the coupling constants of Sx
i S

x
j , Sy

i S
y
j , and Sz

i S
z
j respec-

tively. n represents the position vector of a unit cell. cA
n (cB

n ) is the Jordan-Wigner fermion operator
on the A(B)-site of the unit cell n

10.2 Kitaev Model

10.2.1 Fermion Representation and Diagonalisation

The Kitaev model [229] is a quantum spin model defined on the honeycomb lattice
in two dimension. Its Hamiltonian is given by

H =
∑

j+l:even

(
J1S

x
j,lS

x
j+1,l + J2S

y

j−1,lS
y
j,l + J3S

z
j,lS

z
j,l+1

)
, (10.2.1)

where j and l respectively specify the horizontal and vertical coordinates of a site.
The honeycomb lattice can be decomposed into two sublattices. We name the sub-
lattice composed of the sites (j, l) with even j + l A-sublattice and that composed
of the odd j + l sites B-sublattice (Fig. 10.3). The bonds connecting two sites of the
A-sublattice and the B-sublattice are classified into three types, x-link, y-link, and
z-link, according to their positioning. We define the x-link between an A-sublattice
site on the left and a B-sublattice site on the right, y-link between a B-sublattice site
on the left and an A-sublattice site on the right, and z-link between a B-sublattice
site on the top and an A-sublattice on the bottom. In the Kitaev model, neighbouring
spins connected by the α-link interact only through α component out of x, y and z.
Therefore one can write the Hamiltonian (10.2.1) as

H = J1

∑

x-link

Sx
r S

x
r′ + J2

∑

y-link

S
y
r S

y

r′ + J3

∑

z-link

Sz
rS

z
r′, (10.2.2)

where r indicates the position a site, and
∑

α-link stands for the summation with
respect to all α-links.
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A prominent feature of the Kitaev model is that it can be mapped to a free-
fermion model by means of the Jordan-Wigner transformation. Following the pro-
cedure in Sect. 2.2 or Sect. 2.A.1, we define fermion operators as

cj,l = Θj,lS
−
j,l , (10.2.3)

Θj,l =
∏

m<l

∏

k

exp
[
iπS+

k,mS
−
k,m

]∏

k<j

exp
[
iπS+

k,lS
−
k,l

]
. (10.2.4)

Note that the operator Θj,l includes spin operators at all the sites which are on the
left to or below (j, l). Suppose now that a site (j, l) belongs to the A-sublattice.
We define the unit cell specified by the position vector n(j, l) such that it includes
the site (j, l) of the A-sublattice and the site (j, l + 1) of the B-sublattice. We then
write the fermion operator at site (j, l) as cA

n(j,l) = cj,l and that at (j, l + 1) as

cB
n(j,l) = cj,l+1. Employing this notation, each term in the Hamiltonian (10.2.1) is

expressed as follows

Sx
j,lS

x
j+1,l = (cA†

n(j,l) − cA
n(j,l)

)(
c

B†
n(j+1,l−1) + cB

n(j+1,l−1)

)
, (10.2.5)

S
y

j−1,lS
y
j,l = −(cB†

n(j−1,l−1) + cB
n(j−1,l−1)

)(
c

A†
n(j,l) − cA

n(j,l)

)
, (10.2.6)

Sz
j,lS

z
j,l+1 = (cA†

n(j,l) − cA
n(j,l)

)(
c

B†
n(j,l) + cB

n(j,l)

)(
c

A†
n(j,l) + cA

n(j,l)

)(
c

B†
n(j,l) − cB

n(j,l)

)
.

(10.2.7)

We next define new fermion operators by a unitary transformation:
⎛

⎜⎜⎜⎝

βn

β
†
n

αn

α
†
n

⎞

⎟⎟⎟⎠= 1

2

⎛

⎜⎜⎝

1 1 −1 1
1 1 1 −1

−1 1 1 1
1 −1 1 1

⎞

⎟⎟⎠

⎛

⎜⎜⎜⎝

cA
n

c
A†
n

cB
n

c
B†
n

⎞

⎟⎟⎟⎠ . (10.2.8)

In terms of these operators, (10.2.5)–(10.2.7) are written as

Sx
j,lS

x
j+1,l = (αn(j,l) − α

†
n(j,l)

)(
αn(j,l)+M1 + α

†
n(j,l)+M1

)
, (10.2.9)

S
y

j−1,lS
y
j,l = −(αn(j,l)−M2 + α

†
n(j,l)−M2

)(
αn(j,l) − α

†
n(j,l)

)
, (10.2.10)

Sz
j,lS

z
j,l+1 = (1 − 2α†

n(j,l)αn(j,l)
)
Dn(j,l), (10.2.11)

where

Dn = (cA†
n + cA

n
)(
cB†

n − cB
n
)= 2β†

nβn − 1. (10.2.12)

Therefore the Hamiltonian (10.2.1) is expressed as [73]

H =
∑

n

{
J1
(
cA†

n − cA
n
)(
c

B†
n+M1

+ cB
n+M1

)+ J2
(
cA†

n − cA
n
)(
c

B†
n−M2

+ cB
n−M2

)

+ J3
(
cA†

n − cA
n
)(
cB†

n + cB
n
)
Dn
}
, (10.2.13)

=
∑

n

{
J1
(
αn − α†

n
)(
αn+M1 + α

†
n+M1

)+ J2
(
αn − α†

n
)(
αn−M2 + α

†
n−M2

)

+ J3
(
1 − 2α†

nαn
)
Dn
}
. (10.2.14)
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As one can see from (10.2.12), the operator Dn has eigenvalue ±1, and it has a
remarkable property:

[Dn,H ] = 0. (10.2.15)

Therefore, Dn is a constant of motion. It turns out that the Kitaev model possesses
an extensive number of constants of motion.

Let us fix Dn at Dn = (−1)ζn = eiπζn , where ζn takes the value 0 or 1. The
Hamiltonian is written as

H =
∑

n

{
J1
(
cA†

n − cA
n
)(
c

B†
n+M1

+ cB
n+M1

)+ J2
(
cA†

n − cA
n
)(
c

B†
n−M2

+ cB
n−M2

)

+ J3
(
eiπζncA† − e−iπζncA

n
)(
cA†

n + cA
n
)}

=
∑

n

{
J1
(
e−iπζn c̃A†

n − eiπζn c̃A
n
)(
c̃

B†
n+M1

+ c̃B
n+M1

)

+ J2
(
e−iπζn c̃A†

n − eiπζn c̃A
n
)(
c̃

B†
n−M2

+ c̃B
n−M2

)

+ J3
(
c̃A†

n − c̃A
n
)(
c̃B†

n + c̃B
n
)}
, (10.2.16)

where we applied a unitary transformation c̃A
n = e−πζncA

n and c̃B
n = cB

n . This Hamil-
tonian represents the tight-binding model with pair creations and annihilations in
the presence of the flux phase.

The flux phase is defined on each hexagonal plaquette. Let us consider a round
trip starting from a B-sublattice site of the cell at n1 counterclockwise to the original
site, passing A-site at n2, B-site at n2, A-site at n3, B-site at n4, and A-site at n4 (see
Fig. 10.4(a)). According to the Hamiltonian (10.2.16), hopping of a fermion from
the B-site of the cell n1 to A-site of cell n2 is represented by e−iπζn2 c

A†
n2 c

B
n1

, where

note n2 = n1 + M2. A fermion acquires the phase e−iπζn2 by this motion. Applying
this consideration to other hoppings, one finds that the total flux phase of the round
trip is given

eiπζn4 × eiπζn3 × e−iπζ−n3 × e−iπζn2 = e−iπ(ζn2−ζn4 ).

According to the Lieb’s flux phase theorem [246], the ground state of this system is
realised when the flux phase on any plaquette is zero, namely, ζn2 = ζn4 . This means
that the ground state of the Kitaev model belongs to the subspace with Dn = 1 for
all n or −1 for all n.

We next consider a change Dn ⇒ −Dn for all n. Note that this is equivalent to
the change J3 ⇒ −J3. Then the Hamiltonian (10.2.13) changes into

H → H ′ =
∑

n

{
J1
(
cA†

n − cA
n
)(
c

B†
n+M1

+ cB
n+M1

)+ J2
(
cA†

n − cA
n
)(
c

B†
n−M2

+ cB
n−M2

)

− J3
(
cA†

n − cA
n
)(
cB†

n + cB
n
)
Dn
}
. (10.2.17)

We here apply a unitary transformation for cA
n and cB

n on the l-th row with even l:

cA
n ⇒ c̄A

n = −cA
n for even j, (10.2.18a)

cB
n ⇒ c̄B

n = −cB
n for odd j, (10.2.18b)
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Fig. 10.4 (a) A plaquette made by unit cells n1, n2, n3, and n4. Squares denote A-sublattice
sites. When a fermion moves around this plaquette counterclockwise, it acquires a flux phase
exp{−iπ(ζ2 − ζ4)}. Due to the Lieb’s theorem, this flux phase is unity in the ground state. It
follows that the ground state belongs to the subspace of uniform ζn. (b) A unitary transformation
that leads to a change in sign of Dn. The fermion operators at the sites marked by the square are
transformed as cA,B

n ⇒ −c
A,B
n

whereas those on the odd l-th row are unchanged. This transformation changes the
sign of the operators CA

n and CB
n at sites marked by squares in Fig. 10.4. As a result

of (10.2.18a), (10.2.18b), the negative sign in front of J3 is cancelled to yield

H ′ =
∑

n

{
J1
(
c̄A†

n − c̄A
n
)(
c̄

B†
n+M1

+ c̄B
n+M1

)+ J2
(
c̄A†

n − c̄A
n
)(
c̄

B†
n−M2

+ c̄B
n−M2

)

+ J3
(
c̄A†

n − c̄A
n
)(
c̄B†

n + c̄B
n
)
Dn
}
. (10.2.19)

Therefore the eigenenergy remains the same under the change of Dn → −Dn for
all n. This consequence and the Lieb’s flux phase theorem show that the ground
state is realised when Dn = 1 for all n and when Dn = −1 for all n. We hereafter
fix Dn = 1 for all n and study the property of the ground state of the Kitaev model.

The Hamiltonian (10.2.14) with Dn = 1 is diagonalised by successive application
of the Fourier transformation and the Bogoliubov transformation. Let us first define
the Fourier transformation:

αk = 1√
N

∑

n

e−ik·nαn. (10.2.20)

In terms of this, the Hamiltonian is written as

H =
∑

k∈BZ

{
J1
(
e−ik·M1αkα−k + e−ik·M1αkα

†
k − eik·M1α

†
kαk − eik·M1α

†
kα

†
−k

)

× J2
(
eik·M2αkα−k + eik·M2αkα

†
k − e−ik·M2α

†
kαk − e−ik·M2α

†
kα

†
−k

)

+ J3
(
αkα

†
k − α

†
kαk
)}

=
∑

k∈BZ/2

(
α

†
k α−k

)
Hk

(
αk

α
†
−k

)
, (10.2.21)

where
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Hk = −2(J3 + J1 cos k · M1 + J2 cos k · M2)σ
z

+ 2(J1 sin k · M1 − J2 sin k · M2)σ
y, (10.2.22)

with the Pauli matrices, σy and σz. Note that BZ stands for the Brillouin zone and
BZ/2 is the half of BZ. This Hamiltonian is diagonalised to yield

H =
∑

k∈BZ/2

Ek
(
η

†
kηk + η

†
−kη−k − 1

)
, (10.2.23)

where (
ηk

η
†
−k

)
=
(

u∗
k v∗

k−vk uk

)(
αk

α
†
−k

)
, (10.2.24)

and

uk = bk/
{

2
(
a2

k + b2
k

)− 2ak

√
a2

k + b2
k

}1/2
,

vk = −i
(√

a2
k + b2

k − ak

)
/
{

2
(
a2

k + b2
k

)− 2ak

√
a2

k + b2
k

}1/2

with

ak = −2(J3 + J1 cos k · M1 + J2 cos k · M2),

bk = −2(J1 sin k · M1 − J2 sin k · M2).

The energy spectrum of the Bogoliubov quasiparticle is given by

Ek =
√
a2

k + b2
k. (10.2.25)

The eigenenergy per site of the ground state is given by

εGS = − 1

2N

∑

k∈BZ/2

Ek
N→∞−→ − 1

2A

∫

BZ/2
dkEk, (10.2.26)

where A = 4π2/3
√

3 is the area of the half Brillouin zone. The energy spectrum
(10.2.25) has a zero when

ak∗ = −2
(
J3 + J1 cos k∗ · M1 + J2 cos k∗ · M2

)= 0, (10.2.27)

bk∗ = −2
(
J1 sin k∗ · M1 − J2 sin k∗ · M2

)= 0, (10.2.28)

where k∗ denotes the solution of these equations. Equations (10.2.27) and (10.2.28)
are arranged into

J 2
3 = J 2

1 + J 2
2 + 2J1J2 cos k∗ · (M1 − M2), (10.2.29)

or equivalently

cos k∗ · (M1 − M2) = J 2
3 − J 2

1 − J 2
2

2J1J2
. (10.2.30)

A condition that (10.2.30) has a real solution is given by

−1 ≤ (J 2
3 − J 2

1 − J 2
2

)
/2J1J2 ≤ 1.
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Fig. 10.5 The ground-state phase diagram of the Kitaev model with J1 = J2 = 1. We have a
gapped ground state for |J3| > 2 and a gapless ground state for −2 < J3 < 2

Therefore Ek vanishes when

|J1 − J2| ≤ |J3| ≤ |J1 + J2|. (10.2.31)

This implies that the gapless excitation is present when J3 satisfies (10.2.31), while
a energy gap opens when |J3| < |J1 −J2| or |J3| > |J1 +J2| [73, 229]. In particular,
when J1 = J2 = 1, one has the gapped phase for |J3| > 2 and the gapless phase for
−2 < J3 < 2, which are separated by a quantum phase transition at J3 = ±2. We
show the phase diagram of the ground state of the Kitaev model with J1 = J2 = 1
in Fig. 10.5.

Let us look into the spectrum Ek of the gapless phase in detail. We expand Ek
around its zero point, supposing k = k∗ + δk and |δk| � 1.

Ek ≈ ∂Ek

∂k

∣∣∣∣
k∗

· δk =
([

ak

Ek

∂ak

∂kx

]

k∗
+
[
bk

Ek

∂bk

∂kx

]

k∗

)
δkx

+
([

ak

Ek

∂ak

∂ky

]

k∗
+
[
bk

Ek

∂bk

∂ky

]

k∗

)
δky, (10.2.32)

where we note

∂ak

∂k
= 2
(
J1 sin(k · M1)M1 + J2 sin(k · M2)M2

)
,

∂bk

∂k
= 2
(−J1 cos(k · M1)M1 + J2 cos(k · M2)M2

)
.

Equation (10.2.32) implies that the quasiparticle has a linear dispersion around the
zero point. It turns out that the present system has the dynamical exponent z = 1.
We remark that the solution k∗ of (10.2.30) moves with J3 for fixed J1 and J2.
This shows that the quantum criticality maintains inside the gapless phase. This
fact plays a significant role in the slow quench dynamics across the critical region
(Sect. 10.2.3).

We finally mention that the eigenstate of the Kitaev model is composed of
the “particle” sector and the “spin” sector. The ground state denoted by |ΨGS〉 =
|ψGS;G 〉|G 〉 is the Bogoliubov vacuum with respect to the particle sector, which
satisfies

ηk|ψGS;G 〉 = 0 for all k, (10.2.33)

and the fully polarised state with respect to the “spin” sector,

Dn|G 〉 = |G 〉 for all n or Dn|G 〉 = −|G 〉 for all n. (10.2.34)
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10.2.2 Correlation Functions

Let us next consider the spin-spin correlation function given by [29]

g
αβ

(j,l)(j ′,l′)(t) = 〈ΨGS|Sα
j,l(t)S

β

j ′,l′(0)|ΨGS〉
= 〈ΨGS|Sα

j,le
−i(H−EGS)t S

β

j ′,l′ |ΨGS〉, (10.2.35)

where Sα
j,l(t) = eiHtSα

j,le
−iH t is the Heisenberg operator of Sα

j,l and EGS denotes
the ground-state energy. For the meantime we suppose that (j, l) and (j ′, l′) be-
long to A- and B-sublattice respectively. We first investigate Sα

j,l |ΨGS〉 (α = x, y, z)
with (j, l) belonging to the A-sublattice. Using the fermion representation, they are
written as

Sx
j,l |ΨGS〉 = Θj,l

(
c

A†
n(j,l) + cA

n(j,l)

)|ΨGS〉 = Θj,l

(
β

†
n(j,l) + βn(j,l)

)|ΨGS〉,
S
y
j,l |ΨGS〉 = iΘj,l

(
cA

n(j,l) − c
A†
n(j,l)

)|ΨGS〉 = iΘj,l

(
α

†
n(j,l) − αn(j,l)

)|ΨGS〉,
Sz
j,l |ΨGS〉 = (cA†

n(j,l) + cA
n(j,l)

)(
cA

n(j,l) − c
A†
n(j,l)

)|ΨGS〉
= (β†

n(j,l) + βn(j,l)
)(
α

†
n(j,l) − αn(j,l)

)|ΨGS〉,
where the string operator Θj,l is defined by (10.2.4). Note that, since

exp
[
iπS+

k,mS
−
k,m

]

=
{
(α

†
n(k,l) − αn(k,l))(β

†
n(k,l) + βn(k,l)) for (k, l) ∈ A-sublattice

(β
†
n(k,l) − βn(k,l))(α

†
n(k,l) + αn(k,l)) for (k, l) ∈ B-sublattice

, (10.2.36)

the application of Sα
j,l to |ΨGS〉 causes a change in the “spin” sector. It turns out

that the spin operators Sα
j ′,l′ with (j ′, l′) ∈ B-sublattice which cancel this change

are only Sx
j+1,l , S

y

j−1,l , and Sz
j,l+1 for α = x, y, and z respectively. Moreover, since

the “spin” sector of |ΨGS〉 is unchanged during the time evolution, the correlation
function vanishes unless it is between α-components of the spins connected by the
α-link. Therefore, as far as the spin-spin correlation between sites of the A-sublattice
and B-sublattice is concerned, the non-zero correlation functions are gxx(j,l)(j+1,l),
g
yy

(j,l)(j−1,l), and gzz(j,l)(j,l+1) [29].

10.2.3 Slow Quench Dynamics

The slow quench dynamics of the Kitaev model was studied by Sengupta et al.
[366]. We recall the Hamiltonian (10.2.21). Applying a unitary transformation U =
exp(iσ zπ/4), the Hamiltonian can be written as

H =
∑

k∈BZ/2

(
α

′†
k α′

−k

)
H ′

k

(
α′

k

α
′†
−k

)
, (10.2.37)
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where (
α′

k

α
′†
−k

)
= U

(
αk

α
†
−k

)
=
(

eiπ/4αk

e−iπ/4α
†
−k

)
, (10.2.38)

H ′
k = UHkU

† = −2(J3 + J1 cos k · M1 + J2 cos k · M2)σ
z

+ 2(J1 sin k · M1 − J2 sin k · M2)σ
x. (10.2.39)

Since each mode is decoupled from the others in the Hamiltonian, the state of a
mode k does not mix with other modes during the time evolution. Supposing that
|ψk(t)〉 denotes the wave function with mode k, the time-dependent Schrödinger
equation is written as

i
d

dt

∣∣ψk(t)
〉= H ′

k

∣∣ψk(t)
〉
. (10.2.40)

We choose the vacuum |0k〉 and the occupied state |1k〉 of α′
k and α′

−k as the basis,
and expand |ψk(t)〉 as

∣∣ψk(t)
〉= ψk,0(t)|0k〉 +ψk,1(t)|1k〉. (10.2.41)

Then the Schrödinger equation (10.2.40) reduces to

i
d

dt

(
ψk,1(t)

ψk,0(t)

)
= H ′

k

(
ψk,1(t)

ψk,0(t)

)
. (10.2.42)

Let us now assume J1 = J2 = 1 for simplicity and consider a quench of J3 as

J3 = −2 + t/τ, (10.2.43)

with the quench rate 1/τ . We fix the initial state at the ground state, i.e.,
|ψk(−∞)〉 = |0k〉 or equivalently ψk(−∞) = 1 and ψk,0(−∞) = 1. Define now

gk = 2 − cos k · M1 − cos k · M2, (10.2.44)

hk = (sin k · M1 − sin k · M2). (10.2.45)

The Schrödinger equation is then written as

i
d

dt

(
ψk,1(t)

ψk,0(t)

)
= 2

(
gk − t/τ hk

hk −(gk − t/τ )

)(
ψk,1(t)

ψk,0(t)

)
, (10.2.46)

with the initial condition (
ψk,1(−∞)

ψk,0(−∞)

)
=
(

0
1

)
. (10.2.47)

This is nothing but the Landau-Zener problem. The excitation probability at t = +∞
is given by (see Sect. 7.A.2)

pk = ∣∣ψk,0(+∞)
∣∣2 = e−2πh2

kτ . (10.2.48)

Integrating pk with respect to k over the half Brillouin zone, we obtain the density
of excitation as

n = 1

A

∫

BZ/2
dkpk = 1

A

∫

BZ/2
dk e−2πh2

kτ , (10.2.49)
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where A is the area of the half Brillouin zone. hk has zero lines in the k-space along
(kx, ky) = (±π/

√
3, ky), (kx,0), and (kx,±2π/

√
3). The excitation probability is

pk = 1 along these lines. For sufficiently large τ , only narrow areas around these
zero lines have a contribution to n and hence one can safely expand hk up to square
terms of the variation from the zero lines. We introduce the wave number k‖ and k⊥,
which are respectively parallel and perpendicular to the zero line, such that hk is
expanded as hk ≈ ak2⊥. Then one finds that the density of excitation results in

n ≈ 1

A

∫
dk‖

∫ ∞

−∞
dk⊥ e−2πaτk2⊥ ∼ 1√

τ
. (10.2.50)

We recall here that the Kibble-Zurek scaling: n ∼ τ−dν/(zν+1). In the case of
the Kitaev model, one has z = ν = 1 and d = 2 which leads to n ∼ t−1 in con-
flict with (10.2.50). This conflict originates from the presence of the zero line of
hk in the k-space. hk is dispersionless along the zero line and only the component
of the momentum perpendicular to the zero line is the relevant variable of hk. It
follows that the dimension of the integral in n reduces to d ′ = 1 effectively. Thus
one obtains n ∼ τ−d ′ν/(zν+1) = τ−1/2. We consider a d-dimensional system with
exponents ν and z, and a critical region where a quasiparticle has a dispersion
only in m-direction. If one considers a quench across the critical region of this sys-
tem, then the modes which contribute to the excitation during the quench amount
to k̂m, where k̂ is the largest mode which can excite during the quench. Since the
energy scale of excitation Δ̂ scales as Δ ∼ τ−zν/(zν+1) and Δ̂ ∼ k̂z, one obtains
k̂ ∼ τ−ν/(zν+1). This leads to a generic scaling relation between the density of exci-
tation of the quench rate: n ∼ k̂m ∼ τ−mν/(zν+1) [366]. Hikichi et al. [174] studied
quench dynamics of the Kitaev model in the presence of a slow quench which ends
at an onset of the critical region. In such a case, the excitation probability (10.2.48)
is not applicable to obtain the density of excitation n, but instead one can write n

in terms of the exact solution of the Landau-Zener equation (cf. Sect. 7.A.2). What
is interesting is that the energy spectrum (10.2.25) at the critical point (e.g., J = 2)
has a dispersion along k‖ such as Ek ∼ k⊥ and Ek ∼ k2‖ . The excitation probability

is then a function of τk2⊥ and τk4‖ . This makes the scaling the density of excitation

modified from (10.2.50) into n ∼ ∫ dk‖ dk⊥ pk(τk
2⊥, τk4‖) ∼ τ−3/4. If one consid-

ers d-dimensional anisotropic critical points, where the energy spectrum Ek ∼ kzi

for m directions and ∼ kz
′

i for d − m directions, the density of excitation scales as

n ∼ τ−(m+(d−m)z/z′)ν/(zν+1) [174].



Chapter 11
Brief Summary and Outlook

The transverse Ising models have occupied an outstanding position in the study of
quantum statistical physics and quantum magnetism for a half century. Sometimes
they were useful to reveal fundamental properties of a quantum phase transition, or
sometimes they were studied to understand experimental findings. Impressively, the
study of the transverse Ising models are still developing. This is because they are
not only simple but rich in their physical content. In this book, we tried to present
the rich dispositions of various transverse Ising models.

After a general introduction to the Transverse Ising models and their relevance
in the context of modelling various quantum order-disorder transitions, including
quantum glass transitions in condensed matter systems, in the introductory chapter,
we discussed in Chap. 2 the energy spectrum of the pure transverse Ising chains. One
of the peculiarity of the transverse Ising models is the solvability of the pure trans-
verse Ising chain. We presented the exact solution using the Jordan-Wigner trans-
formation described in this chapter. This chapter also includes several numerical
and analytic methods including numerical diagonalisation methods, renormalisation
group methods as well as a duality argument and a perturbative method. These the-
ories and calculation reveal the nature of a quantum phase transition resulting from
the cooperative interaction and the quantum tunnelling effect in the pure transverse
Ising chains. What is found here is quite important to understand the universal prop-
erties of a quantum phase transition in quantum spin systems with Ising anisotropy.
Remarkably, in spite of its rather mathematical character, theoretical results on this
model has also been confirmed in experiments. We have mentioned some recent
experimental results in this context. We also discussed there the finite size scaling
behaviour and the applications of real space renormalisation group etc. techniques.
In the next chapter, we discussed the Suzuki-Trotter mapping of the d-dimensional
quantum Ising systems to (d+1)-dimensional classical Ising systems and presented
various classical Monte Carlo results for the pure transverse Ising systems in 2 and 3
dimensions. We also discussed there various approximate analytical tricks to study
the behaviour of the transverse Ising and other generalised models, employing scal-
ing theory and both real space and field theoretic renormalisation group techniques.
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In Chap. 4, we discussed the behaviour of regularly frustrated transverse Ising
systems; more specifically for the ANNNI models in transverse fields, both in one
and higher dimensions, using approximate Fermionic representation (in one dimen-
sion), field theoretic real space renormalisations, Monte Carlo etc. techniques. Some
recent results for intriguing behaviour of the phase diagram for one dimensional
ANNNI chains in transverse fields, using the Bosonisation and a renormalisation
group analysis has also been given here. In the next chapter, we discussed the be-
haviour of randomly dilute Ising systems in transverse fields, in particular near the
percolation point, as well as random ferromagnetic Ising system in random trans-
verse fields. Detailed analytical and numerical results revealing the nature of the
possible disordered Griffiths phase and its singularities are presented here.

Chapter 6 presents in some details the behaviour of randomly frustrated trans-
verse Ising spin glasses (in particular for both Edwards-Anderson and Sherrington-
Kirkpatrick models in transverse fields) and also of random field transverse Ising
models, employing both approximate analytic and extensive Monte Carlo etc. tech-
niques. The intriguing nature of the quantum glass phases and the dynamics of such
systems are now of extreme importance, both epistemologically as well as in the
context of designing important applications. In particular, the indications of a pos-
sible restoration of replica symmetry in such quantum spin glasses have been dis-
cussed extensively in this chapter. The significance comes from the fact that if these
indications are true, it can have very important consequences in the search for solu-
tions (ground states) of computationally hard problems and therefore for designing
analog quantum computers, employing quantum annealing techniques (discussed
in details in Chap. 8). The next chapter discusses the dynamics of quantum trans-
verse Ising models (without disorder or frustration) and in particular for quenching
(tuning the transverse field) through the critical point. Detailed analytical (and also
numerical) analyses of slow and sudden quantum quenches were also discussed. The
dynamic hysteresis in such transverse Ising models when the external (longitudinal)
field is periodically driven has been investigated and some exact results in the cases
of pulsed fields were presented.

In Chap. 8, we presented in great details the quantum annealing techniques and
results. Like the simulated annealing technique, where the classical noise helps the
glassy system (of the equivalent computationally hard problem) to come out of lo-
cal minima in energy or cost function as the “temperature” is tuned, the quantum
annealing technique helps the system to come out of the local minima, utilising the
quantum fluctuations. The difficulties of the classical annealing procedures for ex-
tremely high barriers (energy or cost function depending on the macroscopic size of
the system or problem) can indeed be avoided by quantum tunnelling if the effec-
tive width of the barrier is small. These advantages of quantum fluctuations can be
appointed efficiently in the searches for energy or cost function minima in computa-
tionally hard and challenging problems. Several analytical results for the bounds on
search times and numerical techniques and results for annealing were presented here
in details. The next chapter discusses some applications of tuning quantum fluctua-
tions in some memory models (like the Hopfield model) or in retrieving the patterns
with randomly lost information. Statistical analysis of Information has been pre-
sented in this context. The last chapter (Chap. 10) discusses how various techniques
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presented earlier in the book can be easily translated for studying the behaviour of
other quantum mechanical many-body systems (including how the BCS theory cor-
responds to the mean field theory for transverse Ising model discussed earlier). It
also discusses the connections of transverse Ising or XY models with several other
well known old and new models (for example the Harper model, Kitaev Model,
etc.), developed and studied in other contexts.

The advantage of the separability of the cooperative interactions and quantum
non-commutability in the transverse field Ising models help designing appropriate
models and developing several analytical techniques to explore their properties. The
very recent studies of dynamical properties of quantum glasses, quantum annealing
studies in transverse Ising models in particular, have been helping enormously in
recent times in making advances towards the development of analog quantum com-
puters (see for example discussions in Chap. 8). All these exciting possibilities make
the studies on this intriguing class of transverse Ising models a truly inspiring one
of our time.
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60. Černý, V.: Thermodynamical approach to the traveling salesman problem: an efficient simu-
lation algorithm. J. Optim. Theory Appl. 45, 41–51 (1985). [8.1]

61. Cesare, L.D., Lukierska-Walasek, K., Rabuffo, I., Walasek, K.: On the p-spin interaction
transverse Ising spin-glass model without replicas. Phys. A, Stat. Mech. Appl. 214(4), 499–
510 (1995). [1.3, 6.6]

62. Chakrabarti, B.K.: Critical behavior of the Ising spin-glass models in a transverse field. Phys.
Rev. B 24, 4062–4064 (1981). [1.1, 1.3, 6.2, 6.4, 6.8]

63. Chakrabarti, B.K., Acharyya, M.: Dynamic transitions and hysteresis. Rev. Mod. Phys. 71,
847–859 (1999). [7.2.3.1]

64. Chakrabarti, B.K., Dasgupta, P.K.: Modelling neural networks. Phys. A, Stat. Mech. Appl.
186, 33–48 (1992). [9.1.1]

65. Chakrabarti, B.K., Dutta, A., Sen, P.: Quantum Ising Phases and Transitions in Transverse
Ising Models. Springer, Berlin (1995). [9.2]



384 References

66. Chandra, A.K., Dasgupta, S.: Floating phase in a 2D ANNNI model. J. Phys. A, Math. Theor.
40(24), 6251 (2007). [1.1, 4.3.7]

67. Chandra, A.K., Dasgupta, S.: Floating phase in the one-dimensional transverse axial next-
nearest-neighbor Ising model. Phys. Rev. E 75, 021105 (2007). [1.1, 1.3, 4.3.7]

68. Chandra, A.K., Dasgupta, S.: Spin-spin correlation in some excited states of the transverse
Ising model. J. Phys. A, Math. Theor. 40(20), 5231 (2007). [1.1, 4.3.7]

69. Chandra, A.K., Das, A., Chakrabarti, B.K.: Quantum Quenching, Annealing and Computa-
tion. Lecture Notes in Physics, vol. 802. Springer, Berlin (2010). [7.2.2, 8.1]

70. Chandra, A.K., Inoue, J.i., Chakrabarti, B.K.: Quantum phase transition in a disordered long-
range transverse Ising antiferromagnet. Phys. Rev. E 81, 021101 (2010). [6.3]

71. Chandra, P., Doucot, B.: Possible spin-liquid state at large s for the frustrated square Heisen-
berg lattice. Phys. Rev. B 38, 9335–9338 (1988). [4.3]

72. Chayes, L., Crawford, N., Ioffe, D., Levit, A.: The phase diagram of the quantum Curie-
Weiss model. J. Stat. Phys. 133, 131–149 (2008). [3.4.1]

73. Chen, H.D., Nussinov, Z.: Exact results of the Kitaev model on a hexagonal lattice: spin
states, string and brane correlators, and anyonic excitations. J. Phys. A, Math. Theor. 41(7),
075001 (2008). [10.2.1]

74. Cherng, R.W., Levitov, L.S.: Entropy and correlation functions of a driven quantum spin
chain. Phys. Rev. A 73, 043614 (2006). [10.1.2]

75. Choi, V.: Different adiabatic quantum optimization algorithms for the NP-complete exact
cover problem. Proc. Natl. Acad. Sci. 108(7), 19–20 (2011). [8.5.4]

76. Chowdhury, D.: Spin Glass and Other Frustrated Systems. World Scientific, Singapore
(1986). [6.1, 6.5, 6.A.3]

77. Christe, P., Henkel, M.: Introduction to Conformal Invariance and Applications to Critical
Phenomena. Lecture Notes in Physics Monographs, vol. M 16, pp. 122–136. Springer, Hei-
delberg (1993). Chapter 10. [2.A.2]

78. Cincio, L., Dziarmaga, J., Rams, M.M., Zurek, W.H.: Entropy of entanglement and corre-
lations induced by a quench: dynamics of a quantum phase transition in the quantum Ising
model. Phys. Rev. A 75, 052321 (2007). [7.2.2]

79. Clay Mathematics Institute: Millennium problems. http://www.claymath.org/millennium/.
[8.2]

80. Cochran, W.: Dynamical, scattering and dielectric properties of ferroelectric crystals. Adv.
Phys. 18(72), 157–192 (1969). [1.3]

81. Coldea, R., Tennant, D.A., Wheeler, E.M., Wawrzynska, E., Prabhakaran, D., Telling, M.,
Habicht, K., Smeibidl, P., Kiefer, K.: Quantum criticality in an Ising chain: experimental
evidence for emergent E8 symmetry. Science 327(5962), 177–180 (2010). [1.3, 2.6]

82. Continentino, M.A.: Quantum scaling in many-body systems. Phys. Rep. 239(3), 179–213
(1994). [1.1, 1.3, 3.5]

83. Cooke, A., Edmonds, D., Finn, C., Wolf, W.: J. Phys. Soc. Jpn. Suppl. B-1 17, 481 (1962).
[1.3]

84. Cooke, A., Ellis, C., Gehring, K., Leask, M., Martin, D., Wanklyn, B., Wells, M., White, R.:
Observation of a magnetically controllable Jahn Teller distortion in dysprosium vanadate at
low temperatures. Solid State Commun. 8(9), 689–692 (1970). [1.3]

85. Cooke, A., Martin, D., Wells, M.: The specific heat of dysprosium vanadate. Solid State
Commun. 9(9), 519–522 (1971). [1.3]

86. Cooke, A., Swithenby, S., Wells, M.: The properties of thulium vanadate—an example of
molecular field behaviour. Solid State Commun. 10(3), 265–268 (1972). [1.3]

87. Coolen, A.C.C., Ruijgrok, T.W.: Image evolution in Hopfield networks. Phys. Rev. A 38,
4253–4255 (1988). [9.1.2]

88. Cooper, B.R., Vogt, O.: Singlet ground state magnetism. J. Phys., Colloq. 32, C1-958–
C1-965 (1971). [1.3]

89. Courtens, E.: Vogel-Fulcher scaling of the susceptibility in a mixed-crystal proton glass.
Phys. Rev. Lett. 52, 69–72 (1984). [1.3]

http://www.claymath.org/millennium/


References 385

90. Crisanti, A., Rieger, H.: Random-bond Ising chain in a transverse magnetic field: a finite-size
scaling analysis. J. Stat. Phys. 77, 1087–1098 (1994). [6.4]

91. Damski, B., Zurek, W.H.: Adiabatic-impulse approximation for avoided level crossings: from
phase-transition dynamics to Landau-Zener evolutions and back again. Phys. Rev. A 73,
063405 (2006). [7.2.2, 7.A.2]

92. Das, A.: Exotic freezing of response in a quantum many-body system. Phys. Rev. B 82,
172402 (2010). [1.1, 1.3, 7.2.3.1]

93. Das, A., Chakrabarti, B.K.: Quantum Annealing and Related Optimization Methods. Lecture
Notes in Physics, vol. 679. Springer, Berlin (2005). [1.3, 8.1, 9.2]

94. Das, A., Chakrabarti, B.K.: Colloquium: quantum annealing and analog quantum computa-
tion. Rev. Mod. Phys. 80, 1061–1081 (2008). [8.1]

95. Das, A., Chakrabarti, B.K., Stinchcombe, R.B.: Quantum annealing in a kinetically con-
strained system. Phys. Rev. E 72(2), 026701 (2005). doi:10.1103/PhysRevE.72.026701.
[8.1]
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342. Santoro, G.E., Martoňák, R., Tosatti, E., Car, R.: Theory of quantum annealing of an Ising
spin glass. Science 295(5564), 2427–2430 (2002). [8.4.1, 9.2]

343. Sarjala, M., Petäjä, V., Alava, M.: Optimization in random field Ising models by quantum
annealing. J. Stat. Mech. Theory Exp. 2006(01), P01008 (2006). [8.4.1]

344. Satija, I.I.: Symmetry breaking and stabilization of critical phase. Phys. Rev. B 48, 3511–
3514 (1993). [1.3, 10.1.3]

345. Satija, I.I.: Spectral and magnetic interplay in quantum spin chains: stabilization of the criti-
cal phase due to long-range order. Phys. Rev. B 49, 3391–3399 (1994). [1.3, 10.1.3]

346. Satija, I.I., Chaves, J.C.: XY -to-Ising crossover and quadrupling of the butterfly spectrum.
Phys. Rev. B 49, 13239–13242 (1994). [1.3, 10.1.3]

347. Schiff, L.I.: Quantum Mechanics. McGraw-Hill, London (1968). [4.A.3]
348. Schneider, T., Pytte, E.: Random-field instability of the ferromagnetic state. Phys. Rev. B 15,

1519–1522 (1977). [6.7.1, 6.7.2]
349. Schultz, T.D., Mattis, D.C., Lieb, E.H.: Two-dimensional Ising model as a soluble problem

of many fermions. Rev. Mod. Phys. 36, 856–871 (1964). [1.1, 1.3, 3.1, 3.A.2, 10.1.2]
350. Schwartz, M., Soffer, A.: Critical correlation susceptibility relation in random-field systems.

Phys. Rev. B 33, 2059–2061 (1986). [6.7.1]
351. Seki, Y., Nishimori, H.: Quantum annealing with antiferromagnetic fluctuations. Phys. Rev.

E 85, 051112 (2012). [8.8]
352. Selke, W.: The ANNNI model—theoretical analysis and experimental application. Phys.

Rep. 170(4), 213–264 (1988). [4.1, 4.2]
353. Selke, W.: In: Domb, C., Lebowitz, J.L. (eds.) Phase Transitions and Critical Phenomena,

vol. 15. Academic Press, New York (1992). [4.1, 4.2]
354. Selke, W., Duxbury, P.M.: The mean field theory of the three-dimensional ANNNI model.

Z. Phys. B, Condens. Matter 57, 49–58 (1984). [4.2]
355. Sen, D.: Large-S analysis of a quantum axial next-nearest-neighbor Ising model in one di-

mension. Phys. Rev. B 43, 5939–5943 (1991). [1.3, 4.4]
356. Sen, D., Chakrabarti, B.K.: Large-S analysis of one-dimensional quantum-spin models in a

transverse magnetic field. Phys. Rev. B 41, 4713–4722 (1990). [1.3, 4.3, 4.4]
357. Sen, P.: Ground state properties of a one dimensional frustrated quantum XY model. Phys. A,

Stat. Mech. Appl. 186(1–2), 306–313 (1992). [4.6]
358. Sen, P.: Order disorder transitions in Ising models in transverse fields with second neighbour

interactions. Z. Phys. B, Condens. Matter 98, 251–254 (1995). [3.3, 4.5]
359. Sen, P., Chakrabarti, B.K.: Ising models with competing axial interactions in transverse

fields. Phys. Rev. B 40, 760–762 (1989). [1.1, 1.3, 4.3]
360. Sen, P., Chakrabarti, B.K.: Critical properties of a one-dimensional frustrated quantum mag-

netic model. Phys. Rev. B 43, 13559–13565 (1991). [1.1, 1.3, 4.3]
361. Sen, P., Chakrabarti, B.K.: Frustrated transverse Ising models: a class of frustrated quantum

systems. Int. J. Mod. Phys. B 6, 2439–2469 (1992). [1.1, 1.3, 4.6, 6.2, 6.3]
362. Sen, P., Chakraborty, S., Dasgupta, S., Chakrabarti, B.K.: Numerical estimate of the phase

diagram of finite ANNNI chains in transverse field. Z. Phys. B, Condens. Matter 88, 333–338
(1992). [1.1, 1.3, 4.3]

363. Sen, P., Acharyya, M., Chakrabarti, B.K. (1992, unpublished). [6.5]



396 References

364. Sengupta, K., Sen, D.: Entanglement production due to quench dynamics of an anisotropic
xy chain in a transverse field. Phys. Rev. A 80, 032304 (2009). [10.1.2]

365. Sengupta, K., Powell, S., Sachdev, S.: Quench dynamics across quantum critical points.
Phys. Rev. A 69, 053616 (2004). [1.1, 1.3, 7.2.2.1]

366. Sengupta, K., Sen, D., Mondal, S.: Exact results for quench dynamics and defect production
in a two-dimensional model. Phys. Rev. Lett. 100, 077204 (2008). [1.3, 10.2.3]

367. Shankar, R.: In: Pati, J., Shafi, Q., Lu, Yu (eds.) Current Topics in Condensed Matter and
Particle Physics. World Scientific, Singapore (1993). [2.2.1]

368. Shankar, R., Murthy, G.: Nearest-neighbor frustrated random-bond model in d = 2: some
exact results. Phys. Rev. B 36, 536–545 (1987). [5.3, 6.4]

369. Sherrington, D., Kirkpatrick, S.: Solvable model of a spin-glass. Phys. Rev. Lett. 35, 1792–
1796 (1975). [6.1, 9.1.1, 9.1.2, 9.2, 9.2.4, 9.2.5]

370. Shor, P.W.: Algorithms for quantum computation: discrete logarithms and factoring. In: Pro-
ceedings of the 35th Annual Symposium on Foundations of Computer Science, pp. 124–134
(1994). [8.1]

371. Skalyo, J., Frazer, B.C., Shirane, G.: Ferroelectric-mode motion in KD2PO4. Phys. Rev. B 1,
278–286 (1970). [1.3]

372. Smelyanskiy, V.N., Rieffel, E.G., Knysh, S.I., Williams, C.P., Johnson, M.W., Thom, M.C.,
Macready, W.G., Pudenz, K.L.: A near-term quantum computing approach for hard compu-
tational problems in space exploration. arXiv:1204.2821 (2012). [8.1]

373. Sokoloff, J.: Unusual band structure, wave functions and electrical conductance in crystals
with incommensurate periodic potentials. Phys. Rep. 126(4), 189–244 (1985). [10.1.3]

374. Sourlas, N.: Spin-glass models as error-correcting codes. Nature 339, 693–695 (1989). [9.2,
9.2.2, 9.2.4]

375. Stauffer, D., Aharony, A.: Introduction to Percolation Theory. Taylor & Francis, London
(1992). [5.1, 5.2]

376. Steffen, M., van Dam, W., Hogg, T., Breyta, G., Chuang, I.: Experimental implementation of
an adiabatic quantum optimization algorithm. Phys. Rev. Lett. 90, 067903 (2003). [8.4.2]

377. Stella, A.L., Vanderzande, C., Dekeyser, R.: Unified renormalization-group approach to the
thermodynamic and ground-state properties of quantum lattice systems. Phys. Rev. B 27,
1812–1831 (1983). [2.4.1]

378. Stevens, K.W.H., van Eekelen, H.A.M.: Thermodynamic effects of spin-phonon coupling.
Proc. Phys. Soc. 92(3), 680 (1967). [1.3]

379. Stinchcombe, R.B.: Ising model in a transverse field. i. Basic theory. J. Phys. C, Solid State
Phys. 6(15), 2459 (1973). [1.1, 1.2, 1.3, 3.6.2, 6.7.2]

380. Stinchcombe, R.B.: Diluted quantum transverse Ising model. J. Phys. C, Solid State Phys.
14(10), 263 (1981). [1.3, 5.2]

381. Stinchcombe, R.B.: Exact scalings of pure and dilute quantum transverse Ising chains.
J. Phys. C, Solid State Phys. 14(16), 2193 (1981). [1.3, 5.2]

382. Stinchcombe, R.B.: In: Domb, C., Lebowitz, J.L. (eds.) Phase Transition and Critical Phe-
nomena, vol. VII, p. 151. Academic Press, New York (1983). [1.3, 5.1, 5.2, 6.7.2]

383. Stout, J.W., Chisholm, R.C.: Heat capacity and entropy of CuCl2 and CrCl2 from 11° to
300°K. magnetic ordering in linear chain crystals. J. Chem. Phys. 36(4), 979–991 (1962).
[1.3]

384. Stratt, R.M.: Path-integral methods for treating quantal behavior in solids: mean-field theory
and the effects of fluctuations. Phys. Rev. B 33, 1921–1930 (1986). [3.3, 3.4.1, 4.5]

385. Suzuki, M.: Relationship among exactly soluble models of critical phenomena. i. Prog.
Theor. Phys. 46(5), 1337–1359 (1971). [1.1, 1.3, 3.1, 10.1.2]

386. Suzuki, M.: Relationship between d-dimensional quantal spin systems and (d + 1)-
dimensional Ising systems. Prog. Theor. Phys. 56(5), 1454–1469 (1976). [1.1, 1.3, 3.1, 5.2,
8.7.2, 9.1.2, 9.2, 9.2.4, 9.2.5, 9.2.6]

387. Suzuki, M.: In: Suzuki, M. (ed.) Quantum Monte Carlo Methods, p. 1. Springer, Heidelberg
(1986). [1.1, 1.3, 3.1, 4.3, 6.5, 6.A.2]

http://arxiv.org/abs/1204.2821


References 397

388. Suzuki, S.: In: Das, A., Chakrabarti, B.K. (eds.) Quantum Annealing and Related Optimiza-
tion Method, p. 207. Springer, Berlin (2005). [7.A.2]

389. Suzuki, S.: Cooling dynamics of pure and random Ising chains. J. Stat. Mech. Theory Exp.
2009(03), P03032 (2009). [1.3, 8.6]

390. Suzuki, S., Okada, M.: Residual energies after slow quantum annealing. J. Phys. Soc. Jpn.
74(6), 1649–1652 (2005). [8.6]

391. Swendsen, R.H., Wang, J.S.: Nonuniversal critical dynamics in Monte Carlo simulations.
Phys. Rev. Lett. 58, 86–88 (1987). [1.3, 3.2]

392. Syljuåsen, O.F.: Entanglement and spontaneous symmetry breaking in quantum spin models.
Phys. Rev. A 68, 060301 (2003). [2.2.1]

393. Szegö, G.: On certain Hermitian forms associated with the Fourier series of a positive func-
tion. Comm. Sém. Math. Univ. Lund (Medd. Lunds Univ. Mat. Sem.) 1952(Tome Supple-
mentaire), 228–238 (1952). [2.A.3]

394. Takahashi, K., Matsuda, Y.: Effect of random fluctuations on quantum spin-glass transitions
at zero temperature. J. Phys. Soc. Jpn. 76, 043712 (2010). [6.3]

395. Takahashi, K., Takeda, K.: Dynamical correlations in the Sherrington-Kirkpatrick model in
a transverse field. Phys. Rev. B 78, 174415 (2007). [6.3]

396. Tanaka, K.: Statistical-mechanical approach to image processing. J. Phys. A, Math. Gen.
35(37), 81 (2002). [9.2]

397. Tanaka, K., Horiguchi, T.: Quantum statistical-mechanical iterative method in image restora-
tion. Electron. Commun. Jpn. 83(3), 84 (2000). [1.3, 9.2, 9.2.5]

398. Temperley, H.N.V.: Proc. Phys. Soc. 67, 233 (1954). [3.4.1]
399. Tentrup, T., Siems, R.: Structure and free energy of domain walls in ANNNI systems. J. Phys.

C, Solid State Phys. 19(18), 3443 (1986). [4.5]
400. Thill, M.J., Huse, D.A.: Equilibrium behaviour of quantum Ising spin glass. Phys. A, Stat.

Mech. Appl. 214(3), 321–355 (1995). [6.2]
401. Thirumalai, D., Li, Q., Kirkpatrick, T.R.: Infinite-range Ising spin glass in a transverse field.

J. Phys. A, Math. Gen. 22(16), 3339 (1989). [1.3, 6.2, 6.5, 8.1]
402. Trammell, G.T.: Magnetic ordering properties of rare-earth ions in strong cubic crystal fields.

Phys. Rev. 131, 932–948 (1963). [1.3]
403. Trotter, H.F.: On the product of semi-groups of operators. Proc. Am. Math. Soc. 10, 545–551

(1959). [3.1, 9.2.4]
404. Tsallis, C., Stariolo, D.A.: Generalized simulated annealing. Phys. A, Stat. Mech. Appl.

233(1–2), 395–406 (1996). [8.8]
405. Tucker, J.W., Saber, M., Ez-Zahraouy, H.: A study of the quenched diluted spin 32 transverse

Ising model. J. Magn. Magn. Mater. 139(1–2), 83–94 (1995). [5.2]
406. Usadel, K.: Spin glass transition in an Ising spin system with transverse field. Solid State

Commun. 58(9), 629–630 (1986). [6.3]
407. Usadel, K.: Frustrated quantum spin systems. Nucl. Phys. B, Proc. Suppl. 5(1), 91–96 (1988).

[10.1.4]
408. Usadel, K., Schmitz, B.: Quantum fluctuations in an Ising spin glass with transverse field.

Solid State Commun. 64(6), 975–977 (1987). [6.3]
409. Uzelac, K., Jullien, R., Pfeuty, P.: Renormalisation group study of the random Ising model

in a transverse field in one dimension. J. Phys. A, Math. Gen. 13(12), 3735 (1980). [5.2]
410. Vidal, G., Latorre, J.I., Rico, E., Kitaev, A.: Entanglement in quantum critical phenomena.

Phys. Rev. Lett. 90, 227902 (2003). [2.2.1]
411. Villain, J.: Equilibrium critical properties of random field systems: new conjectures. J. Phys.

Fr. 46(11), 1843–1852 (1985). [6.7.1]
412. Villain, J., Bak, P.: Two-dimensional Ising model with competing interactions: floating phase,

walls and dislocations. J. Phys. Fr. 42(5), 657–668 (1981). [1.1, 4.2, 4.A.3]
413. Vitanov, N.V., Garraway, B.M.: Landau-Zener model: effects of finite coupling duration.

Phys. Rev. A 53, 4288–4304 (1996). [7.A.2]
414. Vitiello, G.: Coherence and dissipative dynamics in the quantum brain model. Neural Netw.

World 5, 717 (1995). [9.1.1]



398 References

415. Vojta, T.: Rare region effects at classical, quantum and nonequilibrium phase transitions.
J. Phys. A, Math. Gen. 39(22), 143 (2006). [1.3, 5.1, 8.5.2]

416. von Neumann, J., Wigner, E.: Phys. Z. 30, 467–470 (1929). [8.3.1]
417. Walasek, K., Lukierska-Walasek, K.: Quantum transverse Ising spin-glass model in the

mean-field approximation. Phys. Rev. B 34, 4962–4965 (1986). [1.3, 6.2]
418. Walasek, K., Lukierska-Walasek, K.: Cluster-expansion method for the infinite-range quan-

tum transverse Ising spin-glass model. Phys. Rev. B 38, 725–727 (1988). [1.3, 6.3]
419. Wang, Y.L., Cooper, B.R.: Collective excitations and magnetic ordering in materials with

singlet crystal-field ground state. Phys. Rev. 172, 539–551 (1968). [1.3]
420. Wielinga, R., Huiskamp, W.: The spontaneous magnetization of the B.C.C. Heisenberg fer-

romagnet Cu(NH4)2Br4.2H2O. Physica 40(4), 602–624 (1969). [1.3]
421. Wiesler, A.: A note on the Monte Carlo simulation of one dimensional quantum spin systems.

Phys. Lett. A 89(7), 359–362 (1982). [1.3, 3.2, 6.3]
422. Winkler, G.: Image Analysis, Random Fields, and Markov Chain Monte Carlo Methods:

A Mathematical Introduction. Springer, Berlin (2002). [9.2]
423. Wolf, D., Zittartz, J.: On the one-dimensional spin-1/2-chain and its related fermion models.

Z. Phys. B, Condens. Matter 43, 173–183 (1981). [4.3]
424. Wolf, W.P.: Anisotropic interactions between magnetic ions. J. Phys., Colloq. 32, C1-26–

C1-33 (1971). [1.3]
425. Wootters, W.K.: Entanglement of formation of an arbitrary state of two qubits. Phys. Rev.

Lett. 80, 2245–2248 (1998). [2.2.1]
426. Wu, T.T.: Theory of Toeplitz determinants and the spin correlations of the two-dimensional

Ising model. i. Phys. Rev. 149, 380–401 (1966). [5.2]
427. Wu, W., Ellman, B., Rosenbaum, T.F., Aeppli, G., Reich, D.H.: From classical to quantum

glass. Phys. Rev. Lett. 67, 2076–2079 (1991). [1.1, 1.3, 6.2.1, 7.1.3]
428. Wu, W., Bitko, D., Rosenbaum, T.F., Aeppli, G.: Quenching of the nonlinear susceptibility

at a T = 0 spin glass transition. Phys. Rev. Lett. 71, 1919–1922 (1993). [1.1, 1.3, 6.2.1]
429. Yamada, Y., Yamada, T.: Inter-dipolar interaction in NaNO2. J. Phys. Soc. Jpn. 21(11), 2167–

2177 (1966). [1.3]
430. Yamada, Y., Fujii, Y., Hatta, I.: Dielectric relaxation mechanism in NaNO2. J. Phys. Soc. Jpn.

24(5), 1053–1058 (1968). [1.3]
431. Yamada, Y., Fujii, Y., Terauchi, H.: J. Phys. Soc. Jpn. Suppl. 28, 274 (1970). [1.3]
432. Yamamoto, T.: Ground-state properties of the Sherrington-Kirkpatrick model with a trans-

verse field. J. Phys. C, Solid State Phys. 21(23), 4377 (1988). [6.3]
433. Yamamoto, T., Ishii, H.: A perturbation expansion for the Sherrington-Kirkpatrick model

with a transverse field. J. Phys. C, Solid State Phys. 20(35), 6053 (1987). [1.3, 6.2, 6.3,
9.2.5]

434. Yanase, A.: Correlation index of the Ising model with a transverse field. J. Phys. Soc. Jpn.
42(6), 1816–1818 (1977). [3.6.1]

435. Yeomans, J.: The theory and application of axial Ising models. Solid State Phys. 41, 151–200
(1988). [4.1, 4.2]

436. Yokoi, C.S.O., Coutinho-Filho, M.D., Salinas, S.R.: Ising model with competing axial inter-
actions in the presence of a field: a mean-field treatment. Phys. Rev. B 24, 4047–4061 (1981).
[4.2]

437. Yokota, T.: Numerical study of the SK spin glass in a transverse field by the pair approxima-
tion. J. Phys. Condens. Matter 3(36), 7039 (1991). [6.3, 6.5]

438. Young, A.P.: Quantum effects in the renormalization group approach to phase transitions.
J. Phys. C, Solid State Phys. 8(15), L309 (1975). [1.1, 3.5, 3.6.2]

439. Young, A.P., Rieger, H.: Numerical study of the random transverse-field Ising spin chain.
Phys. Rev. B 53, 8486–8498 (1996). [1.3, 5.3]

440. Young, A.P., Knysh, S., Smelyanskiy, V.N.: Size dependence of the minimum excitation gap
in the quantum adiabatic algorithm. Phys. Rev. Lett. 101, 170503 (2008). [8.5.3.3]

441. Young, A.P., Knysh, S., Smelyanskiy, V.N.: First-order phase transition in the quantum adia-
batic algorithm. Phys. Rev. Lett. 104, 020502 (2010). [8.5.3.3]



References 399

442. Zamolodchikov, A.B.: Integrals of motion and s-matrix of the (scaled) t = tc Ising model
with magnetic field. Int. J. Mod. Phys. A 4, 4235 (1989). [2.6]

443. Zener, C.: Non-adiabatic crossing of energy levels. Proc. R. Soc. Lond. Ser. A 137, 696–702
(1932). [7.A.2, 9.2]

444. Zurek, W.H.: Cosmological experiments in superfluid helium? Nature 317, 505 (1985).
[7.2.2.2]

445. Zurek, W.H., Dorner, U., Zoller, P.: Dynamics of a quantum phase transition. Phys. Rev. Lett.
95, 105701 (2005). [1.1, 1.3, 7.2.2]



Index

A
Adiabatic approximation, 236, 259
Anderson localisation, 11, 253, 254
ANNNI model in transverse field, 73, 76, 79,

83, 86, 89, 91, 378
Associative memory, 291, 293

B
Bayes formula, 307
Bayesian statistics, 305, 308, 311
BCS Hamiltonian, gap equation, 1, 11,

355–357
Binary symmetric channel (BSC), 306–308,

311
Binder ratio, 120, 121
Bit-error rate, 304, 309, 312, 313, 315–318,

320–325, 327–330, 337, 340, 343–347
Bogoliubov transformation, 19, 39, 43, 186,

358, 370

C
Channel capacity, 311, 324, 333
Channel coding theorem, 324
Chapman-Kolmogorov equation, 266, 277,

278, 286
Combinatorial optimisation problem, 2, 10,

225–229, 244, 304
Commensurate and incommensurate phases, 9,

73, 75, 92
Computational complexity, 228, 261
Concurrence of transverse Ising chain, 26

D
Defect density, 199–203, 256, 361–363
Dilute transverse Ising system, 108
Disorder line, 74, 75, 79, 86, 90
Dynamic phase transition, 203–206, 208, 209

E
Edwards-Anderson model in transverse field,

9, 125, 142, 143, 149
Energy gap, 11, 21, 22, 66, 70, 118, 119, 121,

136, 138, 139, 196, 202, 226, 227, 229,
236, 243–246, 248, 251–257, 259, 270,
357, 358, 372

Entanglement, 9, 24–26, 87, 363
entropy of transverse Ising chain, 24, 25

Ergodicity, 51, 151
strong, 264, 268, 270, 282, 287
weak, 266, 268, 271, 283–286

Error-correcting codes, 11, 303, 305, 310–313,
324, 325, 327, 332, 337, 340

Exact Cover, 238, 239, 252–255
Exact diagonalisation, 9, 27, 83, 84, 86, 87,

135, 151

F
Finite size scaling, 10, 27, 30, 135, 143, 377
Finite temperature estimate, 309
Floating incommensurate phase, 74, 86

G
Gaussian channel, 306, 313, 325, 333
Gibbs sampler, 308
Glauber dynamics, 297
Griffiths phase and singularity, 9, 105,

114–117, 121, 122, 126, 136, 143, 146

H
Harper model, 363, 379
Harris criterion, 107, 108, 113
Hartree-Fock method, 79, 80, 96
Hebb rule, 291, 295
Hopfield model, 11, 291, 293, 294, 296, 297,

301–303, 348, 351, 378
Hopf’s theorem, 259, 272

S. Suzuki et al., Quantum Ising Phases and Transitions in Transverse Ising Models,
Lecture Notes in Physics 862, DOI 10.1007/978-3-642-33039-1,
© Springer-Verlag Berlin Heidelberg 2013

401

http://dx.doi.org/10.1007/978-3-642-33039-1


402 Index

Husimi-Temperley-Curie-Weiss model in
transverse field, 55, 56, 59

I
Image restoration, 11, 303, 304, 310–318, 320,

323, 334, 340, 341, 343, 345, 346
Infinite randomness fixed point, 148, 244–246,

270

J
Jordan-Wigner transformation, 1, 6, 11, 17, 18,

38, 117, 185, 355, 357, 358, 364, 368,
377

K
Kibble-Zurek argument, 257, 258
Kink density, 257, 258
Kitaev model, 11, 367–370, 372, 373, 375, 379

L
Landau-Zener problem, 199, 217, 218, 374
Large S analysis, 89–91, 98
Lifshitz point, 75, 77, 90–92
Likelihood, 307, 308, 318–320
Limit cycle, 301, 302
Loading capacity, 293, 294
Lower critical dimension, 10, 55, 124, 148,

168

M
Majumdar-Ghosh chain, 96
Markov chain, 51, 264, 266–268, 270,

277–280, 282, 284, 287, 304, 308, 312,
320, 322, 344

Mass gap, 14–16, 27–30, 34, 35, 66, 77, 85,
88, 103, 117, 118, 136, 137, 151, 359

Master equation, 77, 78, 222, 237, 297
Mattis model in transverse field, 9, 167, 168
MAXCUT, 242
Maximizer of Posterior Marginal (MPM), 303,

304, 308, 309, 312, 313, 316–321, 323,
324, 340, 341, 343–346

Maximum A Posteriori (MAP), 303, 304, 308,
309, 312, 313, 316–319, 321, 322, 340,
341, 343, 348

McCoy-Wu model, 107, 112, 114, 143
Mean field algorithm, 334, 336, 337

N
Neural network, 293, 296
Nishimori temperature, 303, 323
Nishimori-Wong condition, 304, 322, 323
NMR quantum computer, 242
Noisy channel, 305–307, 324

Non-crossing rule, 226, 229, 230, 232, 233,
251, 253, 254

NP, 228
NP-complete, 228, 238, 241, 270
NP-hard, 228, 242, 270

P
P, 228
p-Body Ising ferromagnet, 246
p-Body random Ising model (random energy

model), 249
Parity check, 303, 305, 306, 310, 315, 317,

318, 329, 341
Path integral method, 55, 56, 91, 95
Pattern, 291, 292, 294, 296, 301–303, 348, 354
Perron-Frobenius theorem, 259, 274, 276, 277,

280
Peschel-Emery line (one dimensional line), 9,

77, 89, 90
Phase diagram, 1, 2, 4, 9, 10, 29, 34, 36, 46,

49, 56, 59, 61, 63, 73–77, 80, 82–95,
102, 105–107, 112, 113, 121, 126–130,
132, 133, 135, 142, 143, 149, 151, 155,
164, 165, 167, 208, 209, 292–294, 329,
332, 338, 359, 360, 366, 372, 378

of dilute transverse Ising system, 112
of dynamic phase transition, 208, 209
of Hopfield model in transverse field, 293,

294
of pure transverse Ising chain, 360
of random field transverse Ising model,

167, 378
of transverse ANNNI model, 89, 95
of transverse Ising model, 56, 135, 167
of transverse Ising spin glass, 126–128

Posterior, 303, 307–309, 312, 314, 318, 319,
325

Prior, 304, 307, 310, 316, 318, 319, 325, 334
Pure transverse Ising chain, 6, 22, 109, 110,

243, 360, 377

Q
Quantum adiabatic theorem, 226, 232, 233,

236, 255, 258, 262
Quantum annealing, 10, 11, 225–227, 232,

236–246, 252, 253, 255–258, 262, 263,
270–272, 291, 304, 305, 312, 316, 317,
321, 343–348, 378, 379

convergence theorem of, 262, 263, 343
over a first order quantum phase transition,

11, 246, 253, 255
over a second order quantum phase

transition, 244, 255, 256
Quantum computer, 226, 242, 270



Index 403

Quantum hysteresis, 2, 179, 203, 209, 211, 212
Quantum Monte Carlo, 9, 49, 50, 53, 87, 114,

120, 121, 126, 127, 143, 147, 149, 246,
252, 255, 262, 263, 271, 296, 297, 304,
322, 337, 340, 341, 343

Quench of transverse field
slow, 10, 11, 189, 197, 372, 373, 375
sudden, 10, 189–191, 196

R
Random field transverse Ising model, 114,

162, 167, 378
Random field transverse Ising system, 123
Rate of transmission, 311, 324, 333
Rayleigh-Schrödinger perturbation theory, 249
Renormalisation group method, 30, 31, 125

density matrix, 9, 35, 87
field theoretic, 66, 67, 83
real space, 30, 125

Replica symmetry and its breaking, 10, 136,
149, 151, 155, 176, 226, 329, 331, 332,
334, 378

Residual energy, 255–258, 270
RPA, 80, 92, 181

S
Shannon bound, 304, 324, 332, 334
Sherrington-Kirkpatrick model in transverse

field, 10, 123, 125, 127, 135, 149, 169,
183, 226, 237, 238, 291, 292, 294, 297,
303, 313, 339, 378

with antiferromagnetic bias, 140, 175
Simulated annealing, 10, 11, 225–227, 237,

238, 240–242, 258, 262, 264, 270, 271,
308, 312, 316, 343–348

Sourlas codes, 304, 311, 325, 327, 329, 336,
338, 341

Strong coupling eigenstate method, 28, 85
Superconducting flux qubits, 242
Susceptibility, 1, 10, 30, 31, 49–51, 65, 66, 88,

92, 102, 103, 115, 121, 124, 126, 127,
132, 133, 136, 138, 139, 146–148, 151,
168, 180, 182–185, 205, 206, 214, 215,
242

Suzuki-Trotter method, 365
Synaptic connection, 295
Szegö’s theorem, 45, 88, 192

T
Thermalisation, 197
Thermofield dynamical approach, 128
Thouless-Anderson-Palmer (TAP) equation,

129, 336, 337, 340, 341
3-satisfiability, 241
Tight-binding model, 253, 369
Time-dependent Bogoliubov-de Gennes

equation, 189–191, 198
Toeplitz determinant, 45, 192, 193, 195
Travelling salesman problem, 227, 228,

239–241
Trotter dimension, 10, 49, 54, 69, 70, 86, 93,

107, 134, 149

U
Upper critical dimension, 10, 124, 148, 149

V
Villain model, 241

X
XY model in transverse field, 1, 11, 355–357


	Quantum Ising Phases and Transitions in Transverse Ising Models
	Preface
	Contents

	Chapter 1: Introduction
	1.1 The Transverse Ising Models
	1.2 A Simple Version of the Model and Mean Field Phase Diagram
	1.3 Properties of Ising Models in a Transverse Field: A Summary

	Chapter 2: Transverse Ising Chain (Pure System)
	2.1 Symmetries and the Critical Point
	2.1.1 Duality Symmetry of the Transverse Ising Model
	2.1.2 Perturbative Approach

	2.2 Eigenvalue Spectrum: Fermionic Representation
	2.2.1 The Ground State Energy, Correlations and Exponents

	2.3 Diagonalisation Techniques for Finite Transverse Ising Chain
	2.3.1 Finite-Size Scaling
	2.3.2 The Diagonalisation Techniques
	2.3.2.1 Strong Coupling Eigenstate Method


	2.4 Real-Space Renormalisation
	2.4.1 Block Renormalisation Group Method

	2.5 Finite Temperature Behaviour of the Transverse Ising Chain
	2.6 Experimental Studies of the Transverse Ising Chain
	Appendix 2.A
	2.A.1 Jordan-Wigner Fermions
	2.A.2 To Diagonalise a General Hamiltonian Quadratic in Fermions
	2.A.3 Calculation of Correlation Functions


	Chapter 3: Transverse Ising System in Higher Dimensions (Pure Systems)
	3.1 Mapping to the Effective Classical Hamiltonian: Suzuki-Trotter Formalism
	3.2 The Quantum Monte Carlo Method
	3.2.1 Inﬁnite M Method

	3.3 Discretised Path Integral Technique for a Transverse Ising System
	3.4 Inﬁnite-Range Models
	3.4.1 Husimi-Temperley-Curie-Weiss Model in a Transverse Field
	3.4.2 Fully Connected p-Body Model in a Transverse Field

	3.5 Scaling Properties Close to the Critical Point
	3.6 Real-Space and Field-Theoretic Renormalisation Group
	3.6.1 Real-Space Renormalisation Group
	3.6.2 Field-Theoretic Renormalisation Group

	Appendix 3.A
	3.A.1 Effective Classical Hamiltonian of the Transverse Ising Model
	3.A.2 Derivation of the Equivalent Quantum Hamiltonian of a Classical Spin System


	Chapter 4: ANNNI Model in Transverse Field
	4.1 Introduction
	4.2 Classical ANNNI Model
	4.3 ANNNI Chain in a Transverse Field
	4.3.1 Some Results in the Hamiltonian Limit: The Peschel-Emery Line
	4.3.2 Interacting Fermion Picture
	4.3.3 Real-Space Renormalisation Group Calculations
	Critical Ground State Energy

	4.3.4 Field-Theoretic Renormalisation Group
	4.3.5 Numerical Methods
	Strong Coupling Eigenstate Method (SCEM)

	4.3.6 Monte Carlo Study
	4.3.7 Recent Works

	4.4 Large S Analysis
	4.5 Results in Higher Dimensions
	(i) Phase Diagram in the Mean Field Approximation
	(ii) Phase Diagram from Path Integral Approach

	4.6 Nearest Neighbour Correlations in the Ground State
	Appendix 4.A
	4.A.1 Hartree-Fock Method: Mathematical Details
	4.A.2 Large S Analysis: Diagonalisation of the Hamiltonian in Spin Wave Analysis
	4.A.3 Perturbative Analysis


	Chapter 5: Dilute and Random Transverse Ising Systems
	5.1 Introduction
	5.2 Dilute Ising System in a Transverse Field
	5.2.1 Mapping to the Effective Classical Hamiltonian: Harris Criterion
	5.2.2 Discontinuous Jump in Gammac(p,T = 0) at the Percolation Threshold
	5.2.3 Real-Space Renormalisation Group Studies and Scaling

	5.3 Critical Behaviour of Random Transverse Field Ising Models
	5.3.1 Analytical Results in One Dimension
	5.3.2 Mapping to Free Fermions
	5.3.3 Numerical Results in Two and Higher Dimensions


	Chapter 6: Transverse Ising Spin Glass and Random Field Systems
	6.1 Classical Ising Spin Glasses: A Summary
	6.2 Quantum Spin Glasses
	6.2.1 Experimental Realisations of Quantum Spin Glasses

	6.3 Sherrington-Kirkpatrick (SK) Model in a Transverse Field
	6.3.1 Phase Diagram
	6.3.1.1 Mean Field Estimates
	6.3.1.2 Monte Carlo Studies
	6.3.1.3 Exact Diagonalisation Results

	6.3.2 Susceptibility and Energy Gap Distribution
	6.3.3 SK Model with Antiferromagnetic Bias
	6.3.3.1 Mean-Field Theory
	6.3.3.2 The Condition on Which Antiferromagnet Phase Survives


	6.4 Edwards-Anderson Model in a Transverse Field
	6.4.1 Quantum Monte Carlo Results

	6.5 A General Discussion on Transverse Ising Spin Glasses
	6.5.1 The Possibility of Replica Symmetric Ground States in Quantum Glasses

	6.6 Ising Spin Glass with p-Spin Interactions in a Transverse Field
	6.6.1 p-Body Spin Glass with Ferromagnetic Bias

	6.7 Random Fields
	6.7.1 Classical Random Field Ising Models
	6.7.2 Random Field Transverse Ising Models (RFTIM)
	6.7.2.1 Mean Field Studies
	6.7.2.2 Mapping of Random Ising Antiferromagnet in Uniform Longitudinal and Transverse Fields to RFTIM

	6.7.3 Concluding Remarks on the Random Field Transverse Ising Model

	6.8 Mattis Model in a Transverse Field
	Appendix 6.A
	6.A.1 The Vector Spin Glass Model
	6.A.2 The Effective Classical Hamiltonian of a Transverse Ising Spin Glass
	6.A.3 Effective Single-Site Hamiltonian for Long-Range Interacting RFTIM
	6.A.4 Mapping of Random Ising Antiferromagnet in Uniform Longitudinal and Transverse Fields to RFTIM
	6.A.5 Derivation of Free Energy for the SK Model with Antiferromagnetic Bias in a Transverse Field
	6.A.5.1 Saddle Point Equations
	6.A.5.2 At the Ground State



	Chapter 7: Dynamics of Quantum Ising Systems
	7.1 Tunnelling Dynamics for Hamiltonians Without Explicit Time Dependence
	7.1.1 Dynamics in Ising Systems: Random Phase Approximation
	7.1.2 Dynamics in Dilute Ising Spin Systems
	7.1.3 Dynamics in Quantum Ising Glasses

	7.2 Non-equilibrium Dynamics in Presence of Time-Dependent Fields
	7.2.1 Time-Dependent Bogoliubov-de Gennes Formalism
	7.2.2 Quantum Quenches
	7.2.2.1 Relaxation Dynamics After Sudden Quantum Quench
	7.2.2.2 Nearly Adiabatic Dynamics Following a Slow Quench
	Kibble-Zurek Scaling


	7.2.3 Oscillating Fields: Quantum Hysteresis
	Dynamic Phase Transition
	The AC Susceptibility
	7.2.3.1 Exact Results for a Transverse Ising Chain

	7.2.4 Response due to a Pulsed Transverse Field in Absence of a Longitudinal Field

	Appendix 7.A
	7.A.1 Mean Field Equation of Motion
	7.A.1.1 Some Analytic Solutions in the Linearised Limit
	7.A.1.2 Approximate Analytic Form of Dynamic Phase Boundary

	7.A.2 Landau-Zener Problem and Parabolic Cylinder Functions
	7.A.3 Microscopic Equation of Motion for Oscillatory Transverse Field


	Chapter 8: Quantum Annealing
	8.1 Introduction
	8.2 Combinatorial Optimisation Problems
	8.3 Optimisation by a Quantum Adiabatic Evolution
	8.3.1 Non-crossing Rule
	8.3.2 Quantum Adiabatic Theorem

	8.4 Implementation of Quantum Annealing
	8.4.1 Numerical Experiments
	8.4.2 Experiments

	8.5 Size Scaling of Energy Gaps
	8.5.1 Simple Case
	8.5.2 Annealing over an Inﬁnite Randomness Fixed Point
	8.5.3 Annealing over a First Order Quantum Phase Transition
	8.5.3.1 Fully Connected p-Body Ising Ferromagnet in a Transverse Field
	8.5.3.2 Quantum Random Energy Model
	8.5.3.3 Numerical Studies

	8.5.4 Anderson Localisation

	8.6 Scaling of Errors
	8.7 Convergence Theorems
	8.7.1 Sufﬁcient Condition of the Schedule
	8.7.1.1 Complexity

	8.7.2 Convergence Condition of Quantum Annealing with Quantum Monte Carlo Dynamics

	8.8 Conclusion
	Appendix 8.A
	8.A.1 Hopf's Theorem
	8.A.2 Perron-Frobenius Theorem
	8.A.3 Theory of the Markov Chain
	8.A.3.1 Chapman-Kolmogorov Equation
	8.A.3.2 Time-Independent Transition Probability
	8.A.3.3 Time-Dependent Transition Probability



	Chapter 9: Applications
	9.1 Hopﬁeld Model in a Transverse Field
	9.1.1 Statics and Phase Diagrams
	9.1.2 Pattern-Recalling Processes
	9.1.2.1 The Classical System
	9.1.2.2 The Quantum System
	9.1.2.3 Quantum Monte Carlo Method
	9.1.2.4 The Suzuki-Trotter Decomposition
	9.1.2.5 Derivation of the Deterministic Flows
	9.1.2.6 The Master Equation
	9.1.2.7 Static Approximation
	9.1.2.8 The Classical and Zero-Temperature Limits
	9.1.2.9 Limit Cycle Solution for Asymmetric Connections
	9.1.2.10 Result for Two-Patterns


	9.2 Statistical Mechanics of Information
	9.2.1 Bayesian Statistics and Information Processing
	9.2.1.1 General Deﬁnition of the Model System
	9.2.1.2 MAP Estimation and Simulated Annealing
	9.2.1.3 MPM Estimation and a Link to Statistical Mechanics

	9.2.2 The Priors and Corresponding Spin Systems
	9.2.2.1 Image Restoration and Random Field Ising Model
	9.2.2.2 Error-Correcting Codes and Spin Glasses with p-Body Interaction

	9.2.3 Quantum Version of Models
	9.2.4 Analysis of the Inﬁnite Range Model
	9.2.4.1 Image Restoration
	9.2.4.2 Image Restoration at Finite Temperature
	9.2.4.3 Hyperparameter Estimation
	9.2.4.4 Image Restoration Driven by Pure Quantum Fluctuation
	9.2.4.5 The Nishimori-Wong Condition on the Effective Transverse Field
	9.2.4.6 Error-Correcting Codes
	9.2.4.7 Analysis for Finite p
	9.2.4.8 Phase Diagrams for p->infty and Replica Symmetry Breaking
	9.2.4.9 The Shannon's Bound and Phase Boundaries

	9.2.5 Mean Field Algorithms
	9.2.5.1 Naive Mean Field Algorithm for Image Restoration
	9.2.5.2 Mean Field Decoding via the TAP-Like Equation for Sourlas Codes

	9.2.6 Quantum Monte Carlo Method for Information Processing
	9.2.6.1 Application of Quantum Monte Carlo Method
	9.2.6.2 Quantum Annealing and Simulated Annealing
	9.2.6.3 Application to Image Restoration
	9.2.6.4 Thermal MPM Estimation Versus Quantum MPM Estimation
	9.2.6.5 Simulated Annealing Versus Quantum Annealing


	Appendix 9.A:  Derivation of Saddle Point Equations for the Quantum Hopﬁeld Model
	9.A.1 Replica Symmetric and Static Approximation
	9.A.2 Zero Temperature Limit


	Chapter 10: Related Models
	10.1 XY Model in a Transverse Field
	10.1.1 Mean Field Theory and BCS Equations
	10.1.2 Exact Solution of Transverse XY Chain
	10.1.2.1 Slow Quench Dynamics in Transverse XY Chain

	10.1.3 Transverse XY Chain and Harper Model
	10.1.4 Inﬁnite Range XY Spin Glass in a Transverse Field

	10.2 Kitaev Model
	10.2.1 Fermion Representation and Diagonalisation
	10.2.2 Correlation Functions
	10.2.3 Slow Quench Dynamics


	Chapter 11: Brief Summary and Outlook
	References
	Index

